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Abstract

This thesis reports on the setup of a new ion trap apparatus suitable for storing single or
a few calcium ions. Calcium ions are trapped in a spherical Paul trap and cooled by laser
light. By monitoring their �uorescence with a photo-multiplier tube and a CCD camera, the
ions' internal states are detected with high e�ciency.

The aim of the experiments is to explore the feasibility of coherent control of an ion's
quantum state as a �rst step towards realising simple quantum logic gates utilising a string
of Ca ions. For this purpose, several requirements have to be met. Firstly, the ions have to
be prepared in a pure quantum state. Secondly, manipulations of the internal and motional
state have to be carried out coherently. Furthermore, an e�cient method for state detection
is required.

By using a single trapped ion, the necessary experimental techniques are investigated. For
both quantum state preparation and manipulation, the narrow optical quadrupole transition
connecting the S1=2 ground state to the metastable D5=2 state is employed.

The ion is prepared in a pure state of motion by cooling its motion to the lowest quantum
state of the con�ning potential. The cooling is performed by a two-stage process. In the �rst
step, Doppler cooling on a dipole transition is used to prepare the ion in the Lamb-Dicke
regime. In a second cooling step, sideband cooling on the S1=2 $ D5=2 quadrupole transition
enables the transfer of the ion's motional state into the ground state with up to 99.9 % proba-
bility. Di�erent aspects of the cooling process are investigated. In particular, a measurement
of the length of time that the ion spends on average in the �nal state after switching o� the
cooling lasers (heating time) is made. In contrast to prior experiments, this time is found to
be orders of magnitude longer than the time required to manipulate the ion's quantum state.

By coherently exciting the ion after preparing it in Fock states of motion, the coherence
time is probed and found to be on the order of a millisecond, thus allowing the realisation
of a few quantum gates. Coherence-limiting processes have been investigated, as well as �rst
steps towards extending the experiments to the case of two trapped ions.

In addition to the experiments mentioned above, the possibility of performing cavity-QED
experiments with trapped ions is explored. How to e�ciently couple the quadrupole transition
of a Ca ion to a mode of a high-�nesse resonator is studied theoretically. A �rst experiment
exhibited a number of technical problems which should be overcome with a better design. A
new experiment is currently being set up.
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Zusammenfassung

In der vorliegenden Arbeit wird über den Aufbau einer Ionenfalle berichtet, die dazu geeignet
ist, ein einzelnes Kalzium-Ion, bzw. wenige Kalzium-Ionen, zu speichern. Diese werden in einer
sphärischen Paul-Falle gefangen und durch Laserstrahlung gekühlt. Die internen Zustände der
Ionen können mit hoher E�zienz detektiert werden, indem man ihre Fluoreszenz mit einem
Photomultiplier und einer CCD-Kamera nachweist.

Ziel der Arbeit ist es zu untersuchen, wie gut sich der Quantenzustand eines Ions unter
Erhaltung seiner Kohärenz kontrolliert verändern läÿt, in Hinblick auf Experimente, bei de-
nen einfache quantenlogische Gatter mittels einer Kette von Kalzium-Ionen implementiert
werden. Dazu müssen eine Reihe von Voraussetzungen erfüllt sein: Es ist erforderlich, die
Ionen in einem quantenmechanisch reinen Zustand zu präparieren. Weiterhin muÿ es möglich
sein, den internen wie auch den Bewegungszustand der Ionen kohärent verändern zu können.
Auÿerdem wird eine e�ziente Methode der Zustandsdetektion benötigt.

Die erforderlichen experimentellen Techniken werden in Experimenten an einem einzelnen
gespeicherten Ion getestet. Der den S1=2 - Grundzustand mit dem metastabilen D5=2 - Zus-

tand verbindende schmalbandige, optische Quadrupol-Übergang wird sowohl für die Quanten-
Zustandspräparation als auch für die Manipulation des Zustandes verwendet.

Das Ion wird in einem reinen Zustand der Bewegung präpariert, indem man es mittels
Laserkühlung in den untersten Quantenzustand des Fallenpotentials bringt. Die Kühlung er-
folgt in einem zweistu�gen Prozeÿ. In ersten Schritt wird das Ion durch Doppler-Kühlung
auf einem Dipol-Übergang in den Bereich des Lamb-Dicke Regimes gekühlt. In einem zweiten
Schritt ist es dann möglich, mittels Seitenband-Kühlung auf dem S1=2 $ D5=2 - Übergang den
Bewegungszustand des Ions mit einer Wahrscheinlichkeit von bis zu 99,9 % in den Grundzu-
stand zu überführen. Verschiedene Aspekte des Kühlungsprozesses werden untersucht. Ins-
besondere wird die mittlere Zeitdauer bestimmt, die das Ion nach Ausschalten der Laserküh-
lung im niedrigsten Fallenzustand verweilt. Es stellt sich heraus, daÿ � im Gegensatz zu
früheren Experimenten � diese Aufheiz-Zeit um Gröÿenordnungen kleiner ist als die zur ko-
härenten Manipulation des Quantenzustandes des Ions erforderliche Zeit.

Indem man das Ion in Bewegungs-Fockzuständen präpariert und anschlieÿend kohärent
anregt, kann man die Kohärenzzeit untersuchen. Die nachgewiesene Kohärenzzeit von etwa
einer Millisekunde ist hinreichend lang, um einige Quantengatter verwirklichen zu können.
Prozesse, die die Kohärenzzeit begrenzen, werden untersucht. Zudem werden erste Schritte
unternommen, um die Experimente von einem auf zwei Ionen auszudehnen.

Zusätzlich zu den oben beschriebenen Experimenten wird die Möglichkeit abgeschätzt, Ex-
perimente im Bereich der Hohlraum-Quantenelektrodynamik (cavity-QED) mit gespeicherten
Ionen durchzuführen. Dazu wird theoretisch untersucht, wie man den Quadrupol-Übergang
eines Kalzium-Ions e�zient an eine Mode eines Hoch�nesse-Resonators ankoppelt. Ein erstes
Experiment zeigte eine Reihe von technischen Schwierigkeiten auf, die sich aber durch einen
verbesserten Aufbau überwinden lassen sollten. Ein neues Experiment be�ndet sich derzeit
im Aufbau.
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1. Introduction

Simple systems have always been employed to elucidate the properties of physical theories.
This applies especially to quantum theory where the discussion of thought experiments led to
a deeper comprehension of the underlying theory [1], although the imagined experiments were
far from being realisable at that time. Despite their conceptual simplicity, the di�culty of
experimentally implementing these quantum-mechanical models originates from several rea-
sons, all related to the microscopic size of the objects to be investigated: Firstly, measuring
with high e�ciency a quantum state, e. g. of an atom or of an electro-magnetic �eld mode,
is a formidable task. Secondly, preparing and manipulating the quantum state requires even
more sophisticated tools. In addition, the quantum state of the system has to be protected
from uncontrolled interaction with its environment which would lead to an irretrievable loss
of coherence.

Only in recent years has it become possible to realise experimentally close approximations
to the highly idealised systems envisioned in textbooks of quantum mechanics. Examples in-
clude the preparation and measurement of quantum states of the electro-magnetic �eld [2, 3],
and the control of the quantum state of atoms [4], and simple solid state systems [5]. These
experiments may be viewed as tentative steps towards the emerging �eld of quantum state

control and engineering [6].
Special attention has been devoted to the experimental realisation and study of entangled

quantum states similar to the famous EPR state already discussed by Einstein, Podolsky,
Rosen and Bohr in 1935 [7, 8]. In an entangled state of a composite quantum system, the
state of one sub-system is inextricably interlinked with the state of another sub-system. Even
though the composite system can be in a de�nite quantum state, neither of its parts are when
examined individually1. The requirements for generating such states in an experiment are
very stringent. Entangled states are even more sensitive to coupling to their environment.
However, one can take advantage of this property by using them to study decoherence.

So far, entangled states of particles have been created only in a few experiments: Entan-
gled pairs of photons were generated by down-conversion of photons [9] in non-linear crystals.
Two [10] and four ions [11] trapped in a Paul trap were entangled via their Coulomb in-
teraction and additional laser pulses. Rydberg atoms were placed in an entangled state via
interaction with a microwave resonator [12]. Besides decoherence studies [13�15], the scope of
entanglement-generating experiments includes tests of quantum mechanics [16�18] and spec-
troscopic measurements aiming at the ultimate limit of precision [19, 20], which could lead to
improved frequency standards.

Parallel to these experiments, the subject of quantum computation emerged out of classical

1i. e., it is not possible to represent the quantum state of the whole system as a tensor product of states of

the sub-systems.
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1. Introduction

information theory and quantum physics (for a review, see [21]). In a quantum computer, in-
formation is stored in a register consisting of a number of qubits, which are two-state systems
such as two-level atoms or spin-1

2
particles. Information processing is performed by unitary

transformations acting on the register. The power of quantum computation is due to the
fact that � in contrast to a classical computer � the register of a quantum computer can be
prepared in a superposition of states which are then processed in parallel. A number of algo-
rithms have been discovered that allow for the solution of certain problems more e�ciently by
a quantum computer than by any classical computer. The factorisation of large numbers [22],
and the search of unsorted data-bases [23] are probably the most well known examples. All
of these algorithms are based on unitary transformations of the quantum register. The trans-
formations can be decomposed into a sequence of single-qubit operations and simple building
blocks (called quantum gates) which are unitary operations acting on di�erent combinations
of only a few qubits. It was found that there exist quantum gates enabling the generation of
arbitrary unitary transformations in combination with single-qubit operations2 [24�28].

The pre-requisites for an experimental realisation of a quantum computer are similar to
those for quantum state engineering, because the generation of entangled states seems to be
an essential feature of quantum computation (however, see [29, 30]). The state of a quantum
computer has to be prevented from interacting with its environment, which would invariably
lead to a decay of the pure quantum state into a statistical mixture of states, causing errors
in the computation. Since no quantum system is completely isolated, it might appear that
decoherence renders impossible the practical realisation of the concept of quantum computing.
However, quantum error correcting codes have been devised that are capable of coping with
a certain level of errors caused by decoherence [21].

It seems to be a reasonable approach to encode qubits in long-lived atomic states. In
principle, photons could also be used, however, to store them and to make them interact with
each other is more di�cult. On the other hand, photons are naturally used in quantum com-
munication [31] as carriers of quantum information. For entanglement distribution, schemes
have been devised that exploit the complementary aspects of atoms and photons by mapping
the state of an (atomic) qubit onto a photon wave-packet, thereby transmitting it to a distant
place where the quantum information is again inscribed in an atomic state [32, 33].

Up to now, only a few quantum gates have been demonstrated experimentally. The exter-
nal and internal degrees of freedom of an ion con�ned in an ion trap have been used to realise
a two-bit gate [34]. In the context of cavity quantum electrodynamics, dispersive interactions
between an atom and a mode of the electro-magnetic �eld have been used to generate quan-
tum phase gates [35, 36]. Also, nuclear magnetic resonance (NMR) has been employed for a
demonstration of a number of quantum gates3.

Among the �rst proposals for the experimental realisation of a quantum computer was a

2These gates are called universal. For example, the controlled-NOT gate (a quantum version of the XOR

gate) is a universal gate.
3NMR experiments di�er from the experiments mentioned earlier in several respects. Because it is not

possible to detect the state of single nuclear spins which are used as qubits, the experiments are performed

on macroscopic samples and average spin states are measured, which amounts to doing many quantum

computation experiments in parallel and averaging over the outcome. Because the macroscopic sample is

in a thermal state, the quantum computer is not initialised in a pure state. Instead, pseudo-pure states

[37, 38] are utilised which behave like pure states. Also, all states generated in NMR experiments so far

are still separable [39, 40], i. e. there is no entanglement involved.

2



suggestion made by I. Cirac and P. Zoller [41]. They proposed to utilise ions con�ned in a
linear ion trap [42] as an implementation of a quantum computer. In a linear ion trap, ions
arrange themselves under the in�uence of the trapping potential and their mutual Coulomb
repulsion in a linear chain with inter-ion distances of the order of several micrometers, the
individual ions being localised on a sub-�m scale. The ions, each having two long-lived states
jgi and jei serve to encode the qubits. Single qubit operations are realised by manipulating
the internal state of one of the ions by means of a tightly focussed laser beam. Due to the
Coulomb interaction, one ion's motion in the trap is coupled to the motion of the other ions.
The ion string exhibits normal modes of motion which are the equivalent of phonons in the
case of a solid. Because the motional modes can be excited by a laser interacting with a
particular ion, it is possible to entangle the internal state of that ion with a motional mode
of the string. In the paper, Cirac and Zoller give a sequence of laser pulses that entangle the
internal states of any two ions without a�ecting the �nal state of the motional modes. The
main appeal of that scheme is its scalability. Contrary to the implementations of quantum
computers mentioned above, there is no principle limit to the number of ions (qubits) to be
used in the quantum register.
The proposal requires the ability to prepare at least one motional mode in its lowest quantum
state, to coherently manipulate the ion's quantum states with a laser, and to address ions
individually with a laser beam (i.e. to excite a particular ion without a�ecting the internal
state of neighbouring ions). The �rst two conditions have �rst been met in experiments con-
ducted in the group of D. Wineland [10, 43], and are easier to satisfy in strongly con�ning
traps for reasons to be discussed in chapter 3, while, on the other hand, individual addressing
of ions as demonstrated by the Innsbruck group [44] is less di�cult to implement in weakly
con�ning traps due to the increased inter-ion distances. The experiments in D. Wineland's
group were performed with Be+ ions, using two hyper�ne states to implement a qubit and
Raman transitions for state manipulation. Alternatively, a qubit can be implemented in an
atom without hyper�ne structure, using the atom's ground state and a long-lived metastable
state. This is the approach adopted in this thesis.

Instead of mediating the ion�ion interaction via phononic excitation of a normal mode
of the ion string, it can also be provided by a mode of the electro-magnetic �eld which is
strongly coupled to the ions [45]. This would require the construction of an optical resonator
with highly re�ective mirrors around the ion string so that one of the resonator's modes could
be coupled to an atomic transition. The same system, ion trap plus resonator, has also been
suggested for the purpose of entanglement distribution as outlined above.

The subject of this work is to evaluate the feasibility of realising quantum gates following
the Cirac�Zoller proposal. For this purpose, a spherical ion trap, suitable for storing single
or few Ca+ ions, has been set up. Cooling of one and two ions to the motional ground state
has been studied as well as coherent manipulation of the ion's quantum state. In the com-
parable experiments [10, 43] conducted in D. Wineland's group, the coherence time for these
manipulations was found to be limited by an unexpectedly strong heating of the motional
modes, presumably owing to a coupling between the (charged) ions and noise voltages in
the electrodes. Therefore, in the experiment described below, special attention was given to
measurements of heating rates which turned out to be orders of magnitude smaller than in
[10, 43].

So far, no working ion�cavity system exists in practice. The last part of this work is,

3



1. Introduction

therefore, concerned with an investigation of the problems encountered when constructing a
resonator around an ion trap.

The thesis is structured as follows: Chapters 2 and 3 are dedicated to the basic theoretical
foundations necessary for the understanding of the experiments. In chapter 2, the function of
the electrodynamic Paul trap used in the experiments is explained. Laser�ion interactions are
described in chapter 3. Emphasis is given to the coherent interactions between trapped atoms
and lasers, and to the cooling techniques relevant for the experiments. The last section of
chapter 3 is devoted to the special case of trapped Ca+ ions. An account of the experimental
setup is given in chapter 4. Chapter 5 is concerned with the basic experimental techniques re-
quired for trapping ions, as well as exciting and detecting them. The main experimental results
of the thesis are presented in chapter 6. First, spectroscopy of the S1=2 $ D5=2 quadrupole
transition is discussed, which is at the heart of all subsequent experiments. Then, Doppler
cooling is investigated, followed by sideband cooling experiments that transfer a trapped ion
into the lowest quantum state of motion. Heating rate measurements show that the ion con-
stitutes a quantum system that is well isolated from its environment. Simple quantum state
manipulation experiments are described as well as the �rst steps to extend the experiments
to two ions. Chapter 7 deals with the issue of how to couple a transition between two internal
states of an ion to the mode of a high-�nesse resonator, and it describes an experimental setup
that will eventually allow the increase of the spontaneous decay rate of a metastable atomic
state. While improvements of the experimental setup are already discussed in chapters 6
and 7, the summary indicates future prospects of the experiment.

4



2. Paul traps

The Coulomb interaction between charged particles and electro-magnetic �elds opens up the
possibility to trap ions in a small region of space over long times. In 1953, Wolfgang Paul
realized that ions could be mass-selected by means of radio-frequency (RF) �elds [46]. A
modi�cation of his original experimental setup has become known as the Paul trap and allows
the con�nement of charged particles in three dimensions [47, 48]. Since then, Paul traps have
found widespread use in mass spectrometry, but have also been used in atomic physics for
studying the properties of single or few ions well isolated from their environment under ultra-
high vacuum conditions [49].

The �rst section of this chapter explains the function of an ideal Paul trap. The following
sections focus on issues associated with the special purpose of trapping single ions.

2.1. Principle of operation

In Paul traps, electric quadrupole potentials

�(r) = �0

X
i

�i(ri=~r)
2 , i = x,y,z

are used to con�ne charged particles at the centre of the potential. In a static potential, the
point r = 0 is an unstable �xed point because the Laplace equation �� = 0 requires at least
one of the coe�cients �x; �y; �z to be negative. However, the position of equilibrium can be
dynamically stabilised by making the potential � time dependent:

�0(t) = U + V cos(
RF t) :

The equations of motion of a particle carrying a charge Q and having a massm are then given
by

�ri +
2�iQ

m~r2
(U + V cos (
RF t)) ri = 0 (2.1)

and they take the canonical form of the Mathieu equation

d2u

d�2
+ (a� 2q cos (2�))u = 0 ; (2.2)

with the substitutions

ai = � 8�iQU

m~r2
RF
2

(2.3)

qi =
4�iQV

m~r2
RF
2

(2.4)
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2. Paul traps

and � = 1
2

RF t. Stable solutions of the Mathieu equation can be expressed as [50]

u(�) = A
X
n2Z

C2n cos((2n+ �)�) +B
X
n2Z

C2n sin((2n+ �)�) ;

where the coe�cients c2n satisfy a certain recursion relation and � is a real number that
depends on the values of a and q: Figure 2.1 shows the stability diagram of the Mathieu
equation.

Stable trapping of charged particles is possible if the trajectories of the ions are bounded

q

a

Stable

solutions

Unstable

solutions

0 2 4 6 8 10

−10

−8

−6

−4

−2

0

2

Figure 2.1.: Stability diagram of the Mathieu equation (2.2). Shaded areas indicate parameter
values leading to stable solutions, corresponding to real values of �. For unstable
solutions, � is purely imaginary.

in all directions. The region of stable trapping parameters is obtained by superimposing the
stability diagrams for motion in all three directions. If the quadrupole potential is rotationally
invariant about the z axis, the stability parameters ai; qi are given by

ax = ay = � 8QU

m(r02 + 2z02)
RF
2

az = �2ax

qx = qy =
4QV

m(r02 + 2z02)
RF
2

qz = �2qx ;

where �x = �y = 1; �z = �2 and ~r2 = r0
2
+ 2z0

2. This choice ensures that �(r0; 0; 0; t) �
�(0; 0; z; t) = U + V cos(
RF t). Figure 2.2 shows a part of the stability diagram of a trap
with rotational symmetry. In the limit that ai � qi � 1 solutions to the equations (2.1) exist
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2.1. Principle of operation
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Figure 2.2.: The lowest stability zone in a Paul trap with rotational symmetry. The contour
lines give the values of !r and !z in units of 
RF =2.

and can be approximated by

ri(t) = r0i cos(!it+ �i)
�
1 +

qi

2
cos(
RF t)

�
; (2.5)

where !i is given by

!i = �i

RF

2
and �i =

r
ai +

qi2

2
: (2.6)

The motion of a con�ned particle can be decomposed into a harmonic motion with fre-
quency !i called secular motion, and an amplitude modulated fast driven motion with fre-
quency 
RF called micromotion. The amplitude of the micromotion is proportional to the
distance of the ion from the centre of the trap. The secular approximation entails neglecting
the micromotion and interpreting the secular motion as generated by a harmonic potential

Q	 =
1
2

X
i

mi!i
2ri

2 ; i 2 fx; y; zg : (2.7)

The potential 	 is often called pseudo-potential in the literature in order to distinguish it from
the generating potential �. Note that the oscillation frequency !i depends, via the factor �,
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2. Paul traps

on the mass of the particle (see eq. (2.6)). The depth of the pseudopotential well in the radial
and axial directions is given by

�Di =
m

2
!i

2Ri
2 ;

where Ri is the distance of the electrode from the centre of the trap. Well depths of a few eV
are easily achieved. Therefore, it is possible to load the trap from a thermal beam of atoms1

ionised inside the trap volume.
The kinetic energy of trapped ions can be reduced by laser cooling as will be explained in

the next chapter. If their kinetic energy becomes comparable to ~!, the motion of the ion in
the potential has to be quantised2. By de�ning the usual creation and annihilation operators

ai
y
=

r
m!i

2~
ri +

ip
2m~!i

pi (2.8)

ai =

r
m!i

2~
ri �

ip
2m~!i

pi ; (2.9)

the Hamiltonian

H =

X
i

p2i
2m

+
1

2
m!i

2ri
2

can be cast into the standard form

H =

X
i

~!i

�
ai
yai +

1

2

�
:

The spread of the zero-point wave function is then given by h0jri2j0i1=2 =
p
~=2m!i. For

example, a 40Ca+ ion cooled to the ground state of a trap with ! = (2�) 1 MHz is localised
within 11 nm.

2.2. Single ion traps

Traps that are designed for trapping single ions di�er from conventional Paul traps in certain
respects. While the latter aim at generating pure quadrupole �elds over large regions of
space by means of hyperbolically shaped trap electrodes, single ion traps use open electrode
structures that allow e�cient collection of the weak �uorescence of the trapped ion. Field
imperfections are of much less concern because the trajectory of the trapped ion is small
compared with the length scale of the electrode structure. Multipole terms of higher order do
not signi�cantly modify the potential experienced by the ion. For example, an approximate
quadrupole potential can be generated by the electrode con�guration indicated in �g. 2.3.

Many single ion experiments require the trap frequencies to be quite high for several reasons
(cf. chapter 3). Typically, trap frequencies are in the range of 500 kHz to 20 MHz. This can be

1The thermal energy (� 0:05 eV) of a Ca atom is small compared with the potential energy that the atom

aquires at the moment of its ionisation in the trap.
2The quantisation can also be performed while maintaining the full time dependent potential �(t) [51, 52].
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Figure 2.3.: Equipotential lines of a quadrupole potential (left plot) and an approximate
quadrupole potential (right). Both potentials have a cylindrical symmetry. The
horizontal axis corresponds to the radial direction, the vertical axis is the symme-
try axis. The electrode structure shown in the right plot is the one used for the
experiments if length is measured in millimeters. It is composed of a ring electrode
and two cylindrical electrodes with hemispheric endcaps. For a three-dimensional
representation of this electrode con�guration, see �gs. 4.2 and 4.4.

achieved by applying high voltages at radio-frequencies to small ion traps, as can be inferred
from eqs. (2.4) and (2.6).

In practice, the ion is not trapped at the node of the RF-potential due to the presence of
additional static electric �elds that shift the ion out of the origin of the RF-potential. Those
�elds can arise from charges on isolators close to the trap or from potential variations on the
electrode surfaces. They can be taken into account by adding an additional force term to the
equations (2.1):

�ri +
2�iQ

m~r2
(U + V cos (
RF t)) ri =

QEi

m
(2.10)

Solutions to these equations are easily found in the pseudopotential approximation. They
exhibit additional micromotion:

ri(t) = (rei + r0i cos(!it+ �i))
�
1 +

qi

2
cos(
RF t)

�
:

Static stray �eld of that kind can be compensated for by applying a suitable combination
of voltages to a set of compensation electrodes. Another source of additional micromotion
is phase di�erences in the RF-voltages at di�erent trap electrodes, adding a dipole term to
the potential. In this case, there is no point where the electric �eld vanishes at all times.
However, all but one of the electrodes of the trap used for the experiments described in this
thesis are grounded with respect to RF-voltages. Therefore, this source of micromotion can
be neglected.
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2. Paul traps

2.3. Compensation of micromotion

Many experiments performed with single ions are compromised by the presence of micromo-
tion. That is why one tries to minimise its in�uence by moving the ion to the zero-point of
the quadrupole �eld. The magnitude of stray electric �elds usually changes slightly from day
to day, so the micromotion has to be compensated every time the experiment is run.

This section describes a general strategy that can be employed to compensate stray electric
�elds in all three dimensions, if the micromotion amplitude of the ion along three non-collinear
directions can be detected. The ion oscillates under the in�uence of the time dependent po-
tential �(t) about an equilibrium position determined by the restoring force Fpot = Apotr,
Apot 2 R

3 � R
3 , the stray �eld force FS and the additional force FK exerted by the compen-

sation voltages :

Fpot +FS + FK = 0 (2.11)

Under the additional assumptions that

1. the stray �eld FS(r) = FS is homogeneous over the trapping volume and

2. the compensation force FK depends linearly on the compensation voltages u = (u1; u2; u3)

and is also position-independent, i.e. FK(r;u) = Bu, B 2 R
3 � R

3 ,

eq. (2.11) is transformed into

r = �A�1pot (Bu+ FS) : (2.12)

The ion's velocity component v0 oscillating at the drive frequency 
RF is proportional to the
electric quadrupole �eld (at the ion's position r) which itself is a linear function of r:

v0 / Equad = Aquadr ; Aquad 2 R
3 � R

3

Therefore, all points with no micromotion, i.e. no velocity component, in the direction �,� 2
R
3 , lie in a plane

�t v0 = 0 ()
�
�tAquad

�
r = 0 =: n

t
� r ; (2.13)

where n� de�nes its normal vector. By multiplying eq. (2.12) with nt�, we get

0 = n
t
�r = (n

t
�A

�1
potB)u+ n

t
�A

�1
potFS : (2.14)

This equation de�nes a plane in the vector space of compensation voltages with normal vector
n̂� = BtA�1potn�. n̂� does not depend on the stray �elds which only displace the plane with
respect to the origin. The compensation voltages that are necessary to shift the ion to the
zero-point of the quadrupole �eld can now be uniquely determined by intersecting three planes
corresponding to three non-collinear directions �1;2;3.

After determining the normal vectors n̂�1 ; n̂�2 ; n̂�3 , it is su�cient to �nd a single point ui

on every plane in order to be able to compute the desired compensation voltages u1; u2; u3
that shift the ion to the centre of the trap. Alternatively, this task can be accomplished by
compensating the micromotion in the three directions iteratively. Knowledge of the normal
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2.4. Ion crystals

vectors n̂�i allows the choice of a procedure that converges rapidly. A number of methods
have been devised to detect excess micromotion [53]. The presence of electric stray �elds can
be detected visually by monitoring the position of the ion with a CCD camera under changes
of the trapping RF-�eld strength. Other methods detect micromotion by its in�uence on
spectral lineshapes or by measuring correlation functions between the atomic velocity and the
phase of the radiofrequency �eld (see section 5.3).

2.4. Ion crystals

Small numbers of ions trapped in a Paul trap form ordered structures, named ion crystals,
when their kinetic energy becomes small compared to the Coulomb energy [54�56]. In that
case, the ions undergo small oscillations around the equilibrium position and the Coulomb
interaction can be linearised about this point. The equations, describing the motions of the
ions in the x-, y- and z-directions, respectively, are still separable: the ions' motions are
described by three sets of normal modes, corresponding to the three directions, which can
be quantised in the same manner as the motional modes of a single trapped ion. A detailed
treatment of this problem is given in [57]. Micromotion cannot be avoided in the case of
ion crystals as the time varying potential vanishes only at the centre of the trap, but not
at the equilibrium positions of the ions. Linear traps circumvent this problem by a suitable
combination of ac and dc �elds: The radial con�nement is provided by a two-dimensional
quadrupole �eld while a static �eld prevents the ions from escaping along the axial direction.

For the special case of a two-ion crystal, normal mode frequencies and equilibrium positions
can be calculated analytically: The distance between the equilibrium positions of two singly
charged ions of masses m1 and m2 is given by

d = jx01 � x02j =
�

e2

4��0

�1

3
�
m1!1x

2
+m2!2x

2

(m1!1x2)(m2!2x2)

� 1

3

: (2.15)

where !nx denotes the oscillation frequency of ion n along the weakest axis (x) of the trap. Let
qni, n = 1; 2, be the displacement of the ion from its equilibrium position along the direction
i, i=x,y,z. The potential energy can be written as 	 =

P
i	i(qi) with qi = (q1i; q2i) and

	i(q) =
1

2
qt
��

m1i!
2
1i 0

0 m2i!
2
2i

�
+

e2

2��0jx01 � x02j3
�

1 �1
�1 1

��
q =:

1

2
qtAiq :

The equations of motion then are

�qi +M�1Aiqi = 0 with M =

�
m1 0

0 m2

�
(2.16)

and the normal mode frequencies ~! can be calculated from the eigenvalues of the matrices
M�1Ai

f~!jg =
�
� � 0jdet(M�1Ai � �2I) = 0

	
; (2.17)

where I is the identity matrix. In the special case that m1 = m2 the normal mode frequencies
are !x, !y, !z,

p
3!x,

p
!y2 � !x2 and

p
!z2 � !x2.
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3. Laser�ion interactions

In the experiments described in this thesis, lasers are used for several reasons. They are
indispensable tools for detecting single trapped ions, cooling them, and manipulating and
analyzing their quantum state.

The only practicable method to detect the presence of a single ion in a Paul trap is to
detect its resonance �uorescence with a photomultiplier or a CCD camera. When the ion is
strongly excited on a dipole transition, it scatters up to a few ten million photons per second.
A count rate of 10 kHz can be easily achieved even if the overall detection e�ciency is not
much higher than 10

�4. Accordingly, the ion can be detected within a millisecond.
The high spectral density of laser light opens up the possibility to exert immense forces

on single atoms that accelerate them by as much as 10
5 g. How to use these forces for the

purpose of laser cooling is described in section 3.2, followed by a section focussing on the
manipulation and analysis of the ion's quantum state. The last part is devoted to the special
case of experiments with Ca+ ions. First however, the basic interactions between a trapped
ion and a laser are discussed.

3.1. Basic interactions

A harmonically trapped ion, interacting with the travelling wave of a single mode laser tuned
close to a transition that forms an e�ective two-level system, is described by the Hamiltonian
[58]

H = H0 +H1 (3.1)

H0 =
p2

2m
+

1
2m!2x2 + 1

2~��z (3.2)

H1 =
1
2
~
(�+ + ��)

�
ei(kx��Lt+�) + e�i(kx��Lt+�)

�
; (3.3)

where �z, �
+, �� are the Pauli spin matrices, k the wave number and �L is the frequency of

the laser. The part H0 of the Hamiltonian describes the state of the ion while the laser�ion
interaction is contained in H1, its strength being given by the coupling constant 
. Here, it
has been assumed that only a single transition (� being the transition frequency) is close to
resonance and that the laser is directed along the x-axis to the ion. The Pauli operators act
on the internal atomic states, called jSi and jDi. De�ning the Lamb-Dicke parameter1

� = k

r
~

2m!
;

1If the laser is at an angle � to the oscillation axis, the de�nition has to be replaced by � = k cos�
p
~=2m!.
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3. Laser�ion interactions

the laser�ion interaction can be expressed in terms of creation and annihilation operators as

H0 = ~!(aya+ 1
2 ) +

1
2~��z (3.4)

H1 =
1
2~


�
ei�(a+a

y)�+e�i�Lt + e�i�(a+a
y)��ei�Lt

�
: (3.5)

Here, the rotating wave approximation [59] has been made. In the interaction picture de�ned
by U = eiH0t=~ the Hamiltonian HI = U yHU takes the form

HI =
1
2~


�
ei�(â+â

y)�+e�i�t
+ e�i�(â+â

y)��ei�t
�
; (3.6)

with â = aei!t and � = �L � �. The laser couples the state jS; ni, where n is the vibrational
quantum number, to all states jD;n0i. This coupling is due to the oscillatory motion of the ion
in the trapping potential. In the ion's rest frame, the laser is frequency-modulated with the
trap frequency. Absorption or emission processes on a sideband of the electronic transition
comply with the principle of energy conservation, because the energy di�erence ~(�L � �)

can be transferred to the kinetic energy of the particle in the trap, thereby increasing or
decreasing the vibrational quantum number. If the laser is tuned close to resonance of the
jS; ni $ jD;n + mi transition, that is (�L � �) � m!, coupling to other levels can be
neglected, provided the laser intensity is su�ciently low (
 � !). In that case, the laser
induces a pairwise coupling between the levels jS; ni and jD;n + mi. The time evolution
of the state 	(t) =

P
n(cn(t)jS; ni + dn(t)jD;ni) is governed by the Schrödinger equation

i~@t	 = H	 which is equivalent to the set of coupled equations

_cn = �i(1�jmj)eiÆt (
n+m;n=2) dn+m (3.7)

_dn+m = �i(1+jmj)e�iÆt (
n+m;n=2) cn : (3.8)

Æ = ��m! accounts for a detuning of the laser from the transition, the constant


n+m;n := 
hn+mjei�(â+ây)jni (3.9)

is called Rabi frequency. Solutions to these equations show an oscillatory exchange of popula-
tion between the coupled levels that can be interpreted as a sequence of stimulated absorption
and emission processes. On resonance, this oscillation takes place with a frequency equal to
the Rabi frequency:2�

cn(t)

dn+m(t)

�
=

�
cos(
n+m;nt=2) �iei�2 jmj sin(
n+m;nt=2)

�ie�i�2 jmj sin(
n+m;nt=2) cos(
n+m;nt=2)

��
cn(0)

dn+m(0)

�
(3.10)

When the laser is detuned from resonance, the population transfer is no longer complete, yet
it takes place at a higher frequency:�

cn(t)

dn+m(t)

�
= Tn

�
cn(0)

dn+m(0)

�
;

2Note that the de�nition of the coupling strength 
 given here di�ers from the de�nition used by the Boulder

group (see for example [60]) by a factor of two : 
 = 2
Boulder
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3.1. Basic interactions

where

Tn =

0
@ e�i

Æ

2
t
�
cos(fmn t=2) + i Æ

fmn
sin(fmn t=2)

�
�2i
n+m;n

fmn
ei(�

Æ

2
t+�

2
jmj)

sin(fmn t=2)

�2i
n+m;n

fmn
e�i(�

Æ

2
t+�

2
jmj)

sin(fmn t=2) ei
Æ

2
t
�
cos(fmn t=2) � i Æ

fmn
sin(fmn t=2)

�
1
A

and fmn =

q
Æ2 +


2
n+m;n .The matrix element hn+mjei�(â+ây)jni can be expressed as [61]

hn+mjei�(â+ây)jni = exp(��2

2 )�
jmjLjmjn (�2)

�
n!

(n+m)!

�sign(m)=2

; (3.11)

using the associated Laguerre polynomial

L�n(x) =

nX
k=0

(�1)k
�
n+ �

n� k

�
xk

k!
:

Transitions that change the number n of vibrational quanta by no more than one are
most important for the experiments described in this thesis. They have been given special
names in the literature: A spectral line is called carrier, if an absorption or emission does not
change the motional state of the ion. A spectral line is termed blue sideband, if an absorption
process is accompanied by an increase in the motional quantum number n while it is termed
red sideband, if n decreases upon absorption. Likewise, the nth red or blue sideband refers
to higher order processes. When the laser is tuned to a particular sideband (index m), the
coupling strength can be e�ciently calculated for a given value of the Lamb-Dicke parameter
� by using the recursion relation [62]

Lm0 (x) = 1; Lm1 (x) = m+ 1� x

Lmn+1(x) =
1

n+ 1

�
(2n+ 1 +m� x)Lmn � (n+m)Lmn�1

�
for n > 1 :

Fig. 3.1 shows the coupling strength on the carrier and the �rst and second blue sidebands
for a value of � = 0:05.

3.1.1. Lamb-Dicke regime

The expression (3.11) considerably simpli�es in the so-called Lamb-Dicke regime: The Lamb-
Dicke parameter � relates the spatial extension of the lowest harmonic oscillator state to
the wavelength of the atomic transition. In the Lamb-Dicke regime, de�ned by the condition
�2(2n+1)� 1, the atomic wavepacket is con�ned to a space much smaller than the wavelength
of the transition. A Taylor expansion in eq. (3.11) is then possible,

exp(i�(ây + â)) = 1 + i�(ây + â) +O(�2) ;

and processes that change the vibrational quantum number n by more than one are strongly
suppressed. Note that the Lamb-Dicke regime is always de�ned with respect to the wavelength
of the transition involved. If it is mentioned without reference to any particular transition,
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Figure 3.1.: Relative coupling strength on carrier and �rst and second sideband for � = 0:05.

it is assumed that the Lamb-Dicke criterion holds for all relevant transitions. Explicitly, the
coupling strength on the carrier is well approximated by


n;n = 
(1� �2n) ; (3.12)

where 
 denotes the overall coupling strength. On resonance, the interaction Hamiltonian
(3.6) reduces to

HI =
1
2~
n;n(�

+
+ ��) :

Coupling to the red and blue sideband is considerably weaker, namely


n�1;n = �
p
n
 (3.13)

on the red sideband and


n+1;n = �
p
n+ 1
 (3.14)

on the blue sideband. On the red sideband, the Hamiltonian takes the shape

HI =
1
2 i~
n�1;n(â�

+ � ây��) : (3.15)
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3.1. Basic interactions

This type of coupling is named Jaynes-Cummings (JC) Hamiltonian in the context of cavity
QED, where it describes the interaction of a two-level atom with a quantised mode of the
electro-magnetic �eld [63] (cf. chapter 7). On the blue sideband,

HI =
1
2
i~
n+1;n(â

y�+ � â��) :

This coupling is sometimes referred to as the anti-JC Hamiltonian. In the Lamb-Dicke regime,
not only stimulated processes are unlikely to change the vibrational quantum number, but
also spontaneous processes. This property is important in the context of sideband cooling. In
order to satisfy the Lamb-Dicke criterion, the motion of the ion has to be cooled to a low-lying
vibrational state.

3.1.2. Further remarks

Non-resonant interactions

So far, all non-resonant processes have been neglected, assuming that their coupling strength

i is much smaller than the detuning. This condition is not always met in the experiments,
especially in the Lamb-Dicke regime when the laser excites the transition on a sideband. In
that case, coupling to the carrier has to be taken into account unless the coupling strength is
very low. Coupling to the carrier changes the resonance frequency of the transition jS; ni $
jD;n� 1i by [64]

ÆS = �


2
n;n

2�
; � = �L � � ; (3.16)

if the condition �� 
 does not hold strictly. This result is obtained by adiabatic elimination.
Besides, there is always a small transfer of population to the non-resonantly coupled levels. If,
for example, the transition jS; 0i $ jD; 1i is driven with all the population initially in jS; 0i,
then the populations of the levels jD; 0i and jS; 1i are proportional to the population of jS; 0i
and jD; 1i, respectively, with the proportionality factor given by (
n;n=2�)

2 [59].

Generalizations of the model

Three-dimensional potential: For the sake of notational simplicity, the previous discus-
sion was limited to the simple case of an ion con�ned in a one-dimensional harmonic potential.
Generalization to the case of a three dimensional harmonic potential is straightforward and
only amounts to replacing kx by the scalar product k � r. The operator exp(i�(ay+a)) is then

replaced by exp(ik � r) =
Q

m exp(i�m(a
y
m + am)), thereby allowing processes that change the

quantum numbers of two or even all three oscillators simultaneously.

Two-ion crystal: A similar calculation can be done in the case of a two-ion crystal. In that
case, the interaction Hamiltonian H1 is given in the Schrödinger picture by

H1 =
1
2

X
i=1;2

~
i�
+
i exp

 
i
X
m

�im(a
y
m + am)

!
exp(�i(�L � �i)t) + h:c: ;
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3. Laser�ion interactions

where aym and am are the creation and annihilation operators for the normal modes of oscil-
lation labelled 1 : : : m. For the calculation of the Lamb-Dicke factors �im, see [57]. Note that
the phases �i and coupling strengths 
i for both ions are not necessarily equal.

Experimental realizations of the model

It is an experimental challenge to realise a good approximation to the model described above.
The model assumes that the two-level atom interacting with the laser mode forms a system
completely isolated from its environment, which is certainly an idealization. From an experi-
mental point of view, the laser�atom coupling has to be made larger than any other coupling
between the atom and its environment. Most importantly, the atomic levels should not couple
strongly to other radiation modes of the electro-magnetic �eld, that is, the levels should be
stable or metastable at least. This suggests using either stimulated Raman transitions cou-
pling two hyper�ne [60, 65] or Zeeman [66] ground states, or a quadrupole allowed transition
coupling a metastable state to the electronic ground state. In the latter case, the induced
electric-quadrupolar moment Q̂ couples to the gradient of the electro-magnetic �eld:

HI = Q̂rE(t)

This type of interaction takes the shape of eq. (3.3) when the Rabi frequency is de�ned as
[57]


 =

����eE0

2~
hS;mj(� � r)(k � r)jD;m0i

���� ; (3.17)

where E0 is the electric �eld amplitude, r is the operator describing the position of the va-
lence electron relative to the atomic centre of mass and m, m0 indicate the magnetic quantum
number. The dependence of the Rabi frequency on the polarization � and the wave vector k of
the laser will be discussed in section 3.4.3. By using a quadrupole transition, the spontaneous
decay rate of the excited state is reduced by a factor f � (kQ=D)

2 � (kea0
2=ea0)

2
= (ka0)

2

compared with a dipole-allowed transition, a0 being the Bohr radius. However, other mecha-
nisms that destroy the coherence have also to be taken into account. For example, �uctuations
of the laser phase, of the magnetic �eld and of the trap frequency [64] contribute to a loss of
coherence. Therefore, the Rabi frequency has to be made larger than the overall decoherence
rate. Since it is not easy to stabilise a laser to a linewidth below 1 kHz, a crude estimate
assumes that the Rabi frequency should be on the order of at least 10 kHz if one aims at
studying coherent phenomena. The coupling strength can be estimated to be


 � kE0

2~
ea0

2 ;

thus requiring an electric �eld of 4000V m�1 which can be generated by focussing a mere
20�W of light to a spot size of (30�m)

2. Note, however, that the power has to be increased
by a factor of ��2 if the same Rabi frequency is to be achieved on the transition jS; 0i $ jD; 1i.

3.2. Laser cooling

Di�erent methods have been developed to reduce the kinetic energy of trapped ions. The
motion of the ions can be damped by coupling the trap electrodes to an electric circuit that
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3.2. Laser cooling

dissipates energy, by collisions with background gas atoms or by inelastic scattering of laser
light. Out of these methods only laser cooling o�ers the prospect of cooling the ion into the
quantum regime. Besides, it is �exible as it allows one to switch the interaction on and o�
at will. Laser cooling works by near-resonant excitation of an atomic transition. In the rest
frame of the oscillating ion, the laser frequency appears frequency-modulated with the trap
frequency. The strength of the sidebands depends on the amplitude of the ionic motion. Two
limiting cases will be considered:

! � �: If the trap frequency ! is much lower than the decay rate � of the transition used for
cooling, then the spacing of the sidebands is much smaller than the absorption width
of the transition. The velocity of the ion due to the con�ning potential changes on a
longer timescale than the time it takes the ion to absorb or emit a photon. So these
processes can be assumed to change the momentum of the ion instantaneously. The
ion behaves like a free particle seeing a time-dependent Doppler-shifted laser frequency.
A velocity-dependent radiation pressure can provide cooling [67, 68], which has been
termed Doppler cooling.

! � �: In the opposite case, the sidebands are resolved so that the laser can be tuned to a
speci�c sideband. If the energy of the absorbed photons is smaller than the mean energy
of spontaneously emitted photons, the kinetic energy of the ion shrinks.

The next two subsections explain the cooling mechanisms by means of simple models in case
of a two-level atom. A more elaborate and mathematically stringent treatment of Doppler
cooling can be found in [69].

The complementary aspects of both cooling techniques can be combined in a cooling scheme
that allows the cooling of a thermal Ca+ ion to the quantum mechanical ground state of the
trapping potential.

3.2.1. Doppler cooling

Consider a two-level atom moving with velocity v interacting with a travelling wave laser
�eld. The laser is characterised by its frequency !L and the Rabi frequency 
, !0 denotes
the atomic frequency and � = !L�!0 the detuning of the laser. The laser exerts a radiation
pressure force on the atom, given by

F = ~k��ee ;

where the excited state probability is

�ee =


2

�2 + 4 (�� kv)2

in the limit of low saturation. The radiation pressure force can be linearised around v = 0 if
the velocity is already small :

F = F0 +
dF

dv

����
v=0

v ; (3.18)
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3. Laser�ion interactions

with

F0 = ~k�


2

�2 + 4�2

and

dF

dv

����
v=0

= F0
8k�

�2 + 4�2
:

F0 is the time-averaged radiation pressure which displaces the ion slightly from the centre of
the trap. The velocity-dependent part of eq. (3.18) provides a viscous drag, if the detuning
� is negative. The random nature of the absorption and emission processes counteracts this
cooling force. The cooling rate is given by

_Ecool = hFvi = h(F0 +
dF

dv

����
v=0

v)vi = dF

dv

����
v=0

hv2i :

Spontaneously emitted photons lead to a di�usive spreading of the mean squared momentum.
Assuming uncorrelated spontaneous emission events, a heating rate results, given by

_Eem
heat =

1

2m

d

dt
hp2i = 1

2m
(~k)2�h�ee(v)i �

1

2m
(~k)2��ee(v = 0) ;

provided that the atomic velocity is small. A second contribution to the heating rate, similar
in size to _Eem

heat, results from the �uctuations of the cooling force due to the discreteness of
the absorption process. In the steady state, the cooling rate _Ecool equals the total heating
rate _Eheat =

_Eem
heat +

_Eabs
heat leading to

_Ecool +
_Eheat = 0 () dF

dv

����
v=0

hv2i = 1

m
(~k)2��ee(v = 0) :

Using the relation mhv2i = kBT the cooling limit can be formulated as

kBT =
~�

4

�
�

�2� +
�2�
�

�
:

The lowest temperatures are obtained if � = ��
2 :

kBTmin =
~�

2
=:

~�

4
(1 + �) with � = 1 : (3.19)

In the derivation it was assumed that the wave vector of spontaneously emitted photons points
in or against the direction of the laser beam. If the photons are isotropically emitted into
space, they cause heating in the transverse directions while the di�usive momentum spread
in the cooled direction is proportionally smaller. The lower temperature can be accounted
for by setting � =

1
3 :
3 Cooling of the harmonic motion in all three oscillator directions ei

is accomplished by choosing a wave vector k that has a non-vanishing overlap with every

3More detailed calculations also consider the nature of the atomic transition. In case of a dipole radiation

pattern, one obtains � = 2

5
[70].
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3.2. Laser cooling

direction ei.
Doppler cooling of atoms bears many similarities to Brownian motion and can in fact be

cast into the form of a Fokker-Planck equation [69]. In the simple case described above,
the atom performs a random walk in momentum space with a linear drift and a constant
di�usion coe�cient, which is known as an Ornstein-Uhlenbeck process in the literature [71].
In the stationary state, the momentum distribution has a Gaussian shape so that a thermal
distribution results for the energy level occupation.

3.2.2. Sideband cooling

Sideband cooling on an atomic transition requires the trap frequency to be large compared
to the laser linewidth and the decay rate of the excited state, allowing the laser to be tuned
to the lower motional sideband of the transition. Then each excitation to the upper level is
accompanied by a reduction in the vibrational quantum number. In the Lamb-Dicke regime,
spontaneous decay does not a�ect the ion's motional state most of the time. So every cycle
of absorption followed by spontaneous emission takes out a motional quantum until the ion
reaches the ground state of motion that is decoupled from the laser excitation. Fig. 3.2
illustrates the basic process. Beyond the Lamb-Dicke regime spontaneous processes cause a

(a) (b)

Figure 3.2.: Sideband cooling: (a) Each excitation to the upper state lowers the number
of vibrational quanta by one while spontaneous emission does not change the
motional state. (b) The lifetime of the upper level may be arti�cially shortened
by coupling it to an auxiliary level that has a higher decay rate.

di�usion in the motional quantum number, thereby preventing the atoms to be e�ciently
cooled. Sideband cooling in this regime has been studied only theoretically so far [72]. In the
following, it is assumed that the Lamb-Dicke criterion holds.

The cooling process has been described in great detail [70, 73, 74]. Here, a simple model is
used to calculate two important parameters characterising the cooling: Ultimately, one seeks
to achieve a ground state occupation p0 as high as possible but also the cooling rate R is of
concern. The cooling rate depends on the motional state and is given by the product of the
decay rate of the excited level and its occupation probability:

Rn = �
(�
p
n
)2

2(�
p
n
)2 +�2

Non-resonant excitation from the jn = 0i state prevents the motional ground state from being
a perfect 'dark state' and imposes a limit upon the minimum energy achievable. Fig. 3.3
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3. Laser�ion interactions

Figure 3.3.: (a) Cooling and (b) heating processes.

depicts the most prominent heating processes. The cooling limit can now be calculated under
the assumption that hni � 1 and that the Rabi frequency is small compared to the decay
rate. This allows one to adiabatically eliminate the excited electronic levels and to restrict
the basis to the two lowest oscillator states. Calculating the steady state of the rate equations

_p0 = p1
(�
)2

�
� p0

(�



2!

�2

~�2� +

�
�


4!

�2

�

)

_p1 = � _p0 ;

with p0, p1 = 1� p0 being the occupation probabilities for states n = 0 and n = 1 results in4

hni = p1 =
�2

4!2

(�
~�

�

�2

+
1

4

)
: (3.20)

In the resolved sideband limit, �� !, the particle is cooled to the zero-point energy of motion
with high probability. The rate of the heating processes depends quadratically on the Rabi
frequency while the cooling rate saturates as soon as �
 becomes comparable to the decay
rate �. This is why �
 should not be chosen larger than �. Therefore, the magnitude of the
decay rate � constrains the cooling rate maximally attainable. If the natural lifetime of the
excited level is very long, it can be advantageous to shorten it by coupling the level to an
auxiliary level having a shorter lifetime [75]. The e�ective linewidth is then given by [76]

�
0
=



2
aux

(�aux +�)2 + 4�2
aux

�aux (3.21)

and is adjustable by appropriate setting of laser power and detuning �aux.
Sideband cooling has been successfully applied to cool the motion of trapped Hg+ [75] and

Be+ [65] ions5. In case of the Be+ experiment a Raman transition was used for the cooling
while the Hg+ ion was cooled in a scheme similar to the one employed in the Ca+ experiment
described in the next chapter. In all these experiments, sideband cooling is preceded by a

4Two di�erent Lamb-Dicke parameters �; ~� enter into the �nal result. � is the Lamb-Dicke parameter for

stimulated absorption processes to the excited state, while ~� is related to the spontaneous emission process.
5Recently, sideband cooling has been also used to cool neutral atoms trapped in an optical lattice to the

motional ground state [77�79].
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3.3. Quantum state manipulation and analysis

Doppler cooling stage where the ions are quickly cooled on a dipole-allowed transition into
the Lamb-Dicke regime. Sideband cooling on a dipole transition itself is di�cult as it requires
extremely tightly con�ning traps. Another possibility might be the use of intercombination
lines for the purpose of sideband cooling [80].

3.3. Quantum state manipulation and analysis

This section gives a brief account of how the quantum state may be manipulated and how it
can be analyzed. Central to the analysis is the electron shelving technique described below.

3.3.1. Electron shelving

The electron shelving technique allows one to discriminate between two electronic states with
an e�ciency close to 100%. In the level scheme shown in �g. 3.4 the ground state jSi is coupled
to the metastable state jDi by a weak transition and to the state jP i by a strong transition.
Since the weak transition is to be used for coherent manipulations, a method to measure the

S

P

D

Figure 3.4.: Atomic levels relevant to electron shelving.

jDi state occupation is desired. This can be done by driving the strong transition with a
laser, thereby projecting the atomic state either to the jDi state or its orthogonal subspace.
No �uorescence is observed if the atom is in the jDi state, while in the opposite case, photons
are scattered on the jSi $ jP i transition. By repeatedly preparing an atomic state and
measuring the �uorescence as described above, the jDi state occupation can be determined.
Fig. 3.5 shows the resulting photon count distribution. The right peak corresponds to the ion
being in the �uorescing state, the left one to the ion being in the `dark' D state. Due to stray
light the count rate is never zero. Both peaks have a Poissionian distribution. It is possible
to discriminate between the S and the D level with an error rate as small as 0.1%. The state
detection process is treated in more detail in appendix A.2.

3.3.2. Manipulation of the ion's quantum state

Sideband cooling allows the preparation of the ion in an almost pure motional state. Its
internal degrees of freedom can be put into a well-de�ned state by optical pumping. Starting
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Figure 3.5.: Distribution of the count rate when the detection time is 9 ms. Count numbers
smaller than 30 correspond to the ion being in the non-�uorescing state.

from this completely characterised state, the quantum state of the ion can be manipulated
by coherently exciting it with a laser on a transition with resolved sidebands. The electronic
state of the ion can be altered by tuning the laser to the carrier of the transition and applying
a pulse of length T . For example, a pulse of length T = (�=2)=
 � called �=2-pulse � transfers
the ion to an equal superposition of the electronic ground state and the excited state if it was
in the ground state initially. The motional state can be in�uenced by excitation on a sideband
of the transition. For instance, a �-pulse on the blue sideband excites the ion from the ground
state to the excited state and increases the vibrational quantum number by one. It has been
shown that arbitrary states of motion may be generated by suitable sequences of pulses on
the carrier and the sidebands [81].

3.3.3. Quantum state analysis

Electron shelving does not only permit one to monitor the electronic state of the ion. In
combination with quantum state engineering techniques it allows for a complete analysis of
the motional state [43]. Here, a number of simple methods are presented that characterise the
motional state partially.

Determination of the distribution of motional states:

A population analysis of the motion states can be achieved by taking advantage of the motional
state dependence of the Rabi frequency. The ion is supposed to initially be in the state jSi
�,
where � is the density matrix characterising the motional state. If the blue sideband is driven
for a time t prior to state detection, the measured jDi state occupation pD depends on the
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3.3. Quantum state manipulation and analysis

interaction time:

pD(t) =
1

2

 
1�

X
n

�n;n cos(
n+1;nt)

!
(3.22)

Then the diagonal elements of the density matrix can be computed by performing a Fourier
transform or a singular value decomposition of the signal [60]. All elements of the density
matrix including its phases can be determined by application of additional pulses [43].

Temperature measurements:

In many cases a detailed knowledge of the motional state is not required. To evaluate the
quality of Doppler or sideband cooling, it su�ces to measure the mean vibrational quantum
number. Di�erent methods exist for that purpose if the Lamb-Dicke criterion holds:

1. The motional ground state occupation can be measured by exciting the ion incoherently
on the red sideband with saturating power and comparing the resulting jDi state pop-
ulation with similar experiments where the exciting laser is tuned to the blue sideband.
Excitation on the blue sideband transfers half of the jSi state population to the jDi
level, whereas with excitation on the red sideband, only half of the population that is
not in the motional ground state is transferred. Therefore, the absorption strength p on
the red and blue sidebands directly yields the ground state population [75]:

p0 = 1� p(� = �!)
p(� = +!)

(3.23)

This method is useful only if the ion is in the ground state with substantial probability.
Otherwise, the asymmetry in absorption strength is small, leading to a large uncertainty
in the measured quantity.6

2. To evaluate the quality of Doppler cooling, measurement of the absorption strength on
the carrier and the �rst sideband proves to be useful. In this case, the transitions should
be incoherently excited without saturating the carrier. Then, the ratio of absorption
probabilities is given by

p(� = �!)
p(� = 0)

=

X
n

pn
(�
p
n
)2


2
= �2�n ;

where �n is the mean vibrational quantum number. The Lamb-Dicke parameter is either
calculated, or determined experimentally by measuring the Rabi frequencies on the
carrier and the �rst sideband.

3. Yet another method takes advantage of the fact that the carrier Rabi frequencies weakly
depend on the motional state. Coherent excitation of the carrier with a pulse of length

6The formula also applies, in case of coherent excitation, if the population is thermally distributed among

the motional states.
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t leads to damped Rabi oscillations:

pD(t) =
1

2

(
1�

X
n

�n;n cos(
(1� �2n)t)

)
(3.24)

The loss of contrast is related to the mean vibrational quantum number. A short
calculation (see appendix A.1) shows that for a thermal state pD(t) is well approximated
by

pD(t) �
1

2

�
1� cos(2
t) + 2
t�2(�n+ 1) sin(2
t)

1 + (2
t�2(�n+ 1))2

�
: (3.25)

The last two methods are useful for checking whether the theoretical cooling limit is ap-
proached after Doppler cooling.

3.4. Sideband cooling and quantum state manipulation of Ca+

ions

3.4.1. Level scheme of Ca+

Calcium has proved to be an element suitable for ion trapping. Calcium has six stable iso-
topes with mass numbers ranging between 40 u and 48 u, the most abundant being 40Ca.
In nature, 97% of Calcium consists of 40Ca. The nuclear spin of all Calcium isotopes is zero
with the exception of 43Ca which has a nuclear spin of I = 7=2. The singly charged Ca+

ion has a hydrogen-like level structure. Its electronic con�guration is similar to Argon with
an additional valence electron. The �ve lowest energy levels are shown in �g. 3.6. All of the
relevant transitions are accessible by solid state laser sources. The most prominent features of

Figure 3.6.: Level scheme of 40Ca+.

the level scheme are the metastable D levels. One out of 15 decays of the P levels populates
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3.4. Sideband cooling and quantum state manipulation of Ca+ ions

the D levels. The S1=2 level is connected to the D3=2 and D5=2 levels by electric-quadrupole
transitions with transition rates of approximately (2�) 0:16 s�1 . Accordingly, the lifetime of
the D levels is roughly 1 s [82]. Wavelengths and transition rates of the other transitions are
listed in the following table.

Transition wavelengths and lifetimes of 40Ca+ [57]

S1=2 ,P1=2 S1=2 ,P3=2 P1=2 ,D3=2 P3=2 ,D3=2 P3=2 ,D5=2

�nat ns 7:7(2) 7:4(3) 94:3 901 101

�air nm 396:847 393:366 866:214 849:802 854:209

S1=2 ,D5=2 S1=2 ,D3=2

�nat s 1:045 1:080

�air nm 729:147 732:389

Two other quantities of interest are the Landé factors gJ that determine the energy splitting
of the Zeeman levels in a magnetic �eld and the branching ratios of the P levels which are
important for Doppler and sideband cooling.

Landé factors for relevant energy levels [83]

S1=2 P1=2 P3=2 D3=2 D5=2

gJ 2 2=3 4=3 4=5 6=5

Branching ratios of the P levels [84]

P1=2!S1=2
P1=2!D3=2

P3=2!S1=2
P3=2!D3=2

P3=2!S1=2
P3=2!D5=2

15.88 150.8 17.6

The experiments described in following chapters below are all done using the isotope 40Ca+.

3.4.2. Cooling techniques

Doppler cooling

The S1=2 $ P1=2, transition having a linewidth of 20 MHz, is suitable for Doppler cooling.
Since the P1=2 level decays with a probability of 6% to the metastable D3=2 level, optical
pumping has to be prevented by simultaneously exciting the S1=2 $ P1=2 and D3=2 $ P1=2
transitions (see �g. 3.7 a). The repumping laser needs to have a polarization component
perpendicular to the quantization axis that is chosen by applying a small magnetic �eld of
a few Gauss. For Doppler cooling, the frequency of the laser at 397 nm is red detuned by
approximately �=2 = 10MHz while the frequency of the repumping laser is kept on resonance.
This prevents coherent population trapping in a superposition of the S1=2 and D3=2 level that
is decoupled from interaction with the laser �elds. Due to the favorable branching ratio, the
ion is cooled on the S1=2 $ P1=2 transition while the in�uence of the D3=2 $ P1=2 transition
is small. Therefore, the cooling limit is expected to be close to the Doppler cooling limit of a
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Figure 3.7.: a) Doppler cooling. b) Sideband cooling.

two-level atom, yielding a mean vibrational quantum number of �n = 10 for a trap frequency
of 1 MHz. Then the Lamb-Dicke parameter is �729 = 0:096 on the S1=2 $ D5=2 transition and
�393 = 0:179 on the S1=2 $ P3=2 transition. Hence the Lamb-Dicke criterion �393

2
�n = 0:32 < 1

is approximately satis�ed even on the transition with the shortest wavelength. On the other
hand, an average of 2 motional quanta is expected at a trap frequency of 5 MHz. Clearly, a
second cooling step is required to prepare the ion in a pure state of motion.

Sideband cooling

The S1=2 $ D5=2 transition is used for sideband cooling. Since the natural lifetime of the
D5=2 level is approximately one second, the upper level has to be quenched by coupling
it to the quickly decaying P3=2 level in order to realise an acceptable cooling rate. The
quadrupole transition splits in a non-zero magnetic �eld into ten di�erent transitions. A good
approximation to a three-level system can be realised by choosing the S1=2(m = �1=2) $
D5=2(m = �5=2) transition for sideband cooling and coupling the upper level to the P3=2(m =

�3=2) level. Again, the favourable branching ratio allows for a high number of cooling steps
before the ion is lost from the cooling cycle. Pumping to other D5=2 levels is prevented by the
quenching laser. After a decay to the D3=2 level, the laser at 866 nm recycles the ion to the
S1=2 level. Decay to the S1=2(m = +1=2) level can be counteracted by driving the S1=2 $ P1=2
transition with ��-polarised light. However, if the polarization is not perfectly circular, the
laser also excites the ion from the S1=2(m = �1=2) level giving rise to two unwanted e�ects.
Firstly, the S level is broadened by the coupling, thus eventually reducing the cooling rate.
Secondly, sideband cooling is impeded by Doppler `cooling' on the S1=2 $ P1=2 transition.
That means, that the ion is heated on the dipole transition if its energy is below the Doppler
limit. In conclusion, the S1=2(m = +1=2) level should not be pumped out continuously, but
by short pulses that scatter only a few photons. Fortunately, it turns out that this level is
populated only after 80-160 cooling cycles, the exact number depending on the polarization
of the quenching laser as can be seen in �g. 3.8. In the experiments, the cooling e�ciency was
found not to be a�ected by optical pumping to the wrong S1=2 level. Therefore, only a single
short pulse was applied after the sideband cooling stage.
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Figure 3.8.: Average number of cooling cycles before optical pumping to the S1=2(m = +1=2)

level occurs versus polarization of the quenching laser. � denotes the angle be-
tween the polarization and the component of the magnetic �eld that is perpen-
dicular to the k-vector of the beam. Since the quenching laser needs to have a
polarization component perpendicular to the magnetic �eld, the optimum situa-
tion cannot be exactly realised.

The S1=2(m = �1=2) $ D5=2(m = �5=2) and S1=2(m = +1=2) $ D5=2(m = +5=2)

transitions are equally well suited for sideband cooling in all but one aspect. No other Zeeman
transition has a lower frequency than the S1=2(m = �1=2) $ D5=2(m = �5=2) transition. If
its red sideband frequency coincides by chance with a sideband of another Zeeman transition,
then excitation of the other transition also leads to a decrease in phonon number (disregarding
higher order processes involving micromotional sidebands or sidebands of other oscillators).
Those unwanted coincidences can be minimised by a proper choice of the magnetic �eld
strength that shifts the energy levels by

�E = gj�BBmj ;

where �B is Bohr's magneton and gj the Landé factor (cf. �g. 5.12). A �eld of 4 Gauss spreads
the components of the S1=2 $ D5=2 transitions over a range of approximately 30 MHz. Using
much higher magnetic �elds is not advisable since they also broaden the S1=2 $ P1=2 Doppler
cooling transition, thereby increasing the Doppler limit.

3.4.3. Coherent manipulations: Geometrical considerations

For coherent manipulations of the ion's quantum state any S1=2 $ D5=2 Zeeman transition
could be used. Since it is desirable to approximate the ideal two-level atom as closely as
possible, the geometric dependence of the coupling strength 
 has to be considered. It is
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possible to suppress excitation on some of the transitions by a proper choice of the polarization
and the laser beam direction. According to ref. [57], eq. (3.17) can be written as


 =

����eE0

2~
hS1=2;mj(� � r)(k � r)jD5=2;m

0i
���� (3.26)

=

������
eE0

2~
hS1=2kr2C(2)kD5=2i

2X
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�
1=2 2 5=2

�m q m0

�
c
(q)
ij �inj

������ ;
where hS1=2kr2C(2)kD5=2i is the reduced matix element and the terms in round brackets

are 3-j symbols. The geometry-dependent part is contained in the quadratic form g(q) :=

c
(q)
ij �inj. The polarization and the wave vector can be parametrised by the angle � between
the laser beam and the magnetic �eld and by the variable 
 describing the angle between the
polarization and the magnetic �eld vector projected into the plane of incidence. Choosing
B = B0(0; 0; 1), one obtains k = k(sin�; 0; cos �);7 � = (cos 
 cos�; sin
;� cos 
 sin�) and

g(0) =
1
2
jcos 
 sin(2�)j

g(�1) =
1p
6
jcos 
 cos(2�) + i sin 
 cos�j

g(�2) =
1p
6

��1
2 cos 
 sin(2�) + i sin
 sin�

�� :
Fig. 3.9 shows the coupling strength for the �m = 0;�1;�2 transitions as a function of �
and 
. Two con�gurations are particularly useful:
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Figure 3.9.: Relative coupling strength on the S1=2 $ D5=2 when j�mj = 0; 1; 2. � denotes
the angle between the laser beam and the magnetic �eld, 
 is the angle between the
polarization and the magnetic �eld vector projected into the plane of incidence.
Light shadings of grey indicate a high, dark shadings a low coupling strength.

7The y-component of k can be chosen to be zero due to cylindrical symmetry.
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3.4. Sideband cooling and quantum state manipulation of Ca+ ions

� = 90
Æ; 
 = 90

Æ If the polarization, the beam axis and the direction of magnetic �eld are
mutually orthogonal, only the �m = �2 components are excited, thereby closely ap-
proximating the ideal situation of a two-level atom. The S1=2(m = �1=2)$ D5=2(m =

�5=2) transition would be used for sideband cooling and also for quantum state engi-
neering.

� = 45
Æ; 
 = 0

Æ In this con�guration, the �m = 0 transitions are excited most strongly
while the �m = �1 transitions do not couple to the laser. Again, for sideband cool-
ing, the S1=2(m = �1=2) $ D5=2(m = �5=2) transition would be used while state
engineering would be done on the S1=2(m = �1=2)$ D5=2(m = �1=2) transition.

The �rst con�guration has the disadvantage that quantum state engineering is done on a
transition that depends strongly on the magnetic �eld. Small �uctuating magnetic �elds shift
the resonance frequency randomly, thus contributing to decoherence. This e�ect is �ve times
weaker on the S1=2(m = �1=2) $ D5=2(m = �1=2) transition. Here, a �eld �uctuation of
�B = 1 mG changes the resonance frequency by only 550 Hz. However, the spectrum of the
S1=2 $ D5=2 transition has a more complicated structure in the second case. Furthermore,
a higher intensity of the cooling laser is required to achieve the same cooling rate as in the
�rst case. Fig. 3.10 shows the relative line strength (/ 


2) of the transitions for the cases
described above. The reduced matrix element hS1=2kr2C(2)kD5=2i is related to the decay rate
of the excited state by [57]

A =
c�k5

15(2j0 + 1)

���hS1=2kr2C(2)kD5=2i
���2 ; (3.27)

where � is the �ne structure constant. Inserting this equation into eq. (3.26) allows one to
calculate the Rabi frequency as a function of the electric �eld. One obtains on the S1=2(m =

�1=2)$ D5=2(m = �5=2) transition


 =
eE

~

r
5�3A

64�3c�

for optimal coupling. This formula can now be used in a numerical example to evaluate the
feasibility of sideband cooling on the quadrupole transition: An electric �eld E=2:3 � 105V=m
generated by focussing 100 mW of light in a Gaussian beam to a spot with a waist w0 =

30�m2 yields a Rabi frequency 
 = (2�) 1:2 MHz on the carrier of the cooling transition.
If the Lamb-Dicke factor was � = 0:05, the Rabi frequency on the red sideband would be

n;n�1 = (2�) 60 kHz

p
n and the ion could be cooled from the Doppler limit to the ground

state in less than a millisecond. This example shows that sideband cooling on a quadrupole
transition does not necessitate long cooling times.

3.4.4. Pulsed spectroscopy on the S1=2 $ D5=2 transition

All spectroscopic investigations of the S1=2 $ D5=2 transition are done in a pulsed scheme
consisting of the following steps:

1. Doppler cooling. The ion is pumped to the electronic ground state and precooled on the
S1=2 $ P1=2 dipole transition to a mean vibrational quantum number between 2 and
10. After cooling it is prepared in the S1=2(m = �1=2) level.
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Figure 3.10.: (a) In a non-zero magnetic �eld the S1=2 $ D5=2 quadrupole transition splits
into ten components whose maximum line strengths are proportional to the
their squared Clebsch-Gordan factors. (b) Transitions that couple to the laser if
� ? B ? k (� = 
 = 90

Æ
). (c) Allowed transitions in the case � = 45

Æ; 
 = 0
Æ.

2. Sideband cooling. The laser at 729 nm is tuned to the lower motional sideband of the
ion's motion. The laser at 854 nm shortens the lifetime of the metastable state so that
its e�ective decay rate approximately equals the Rabi frequency on the sideband. In
practice, the intensity of the laser at 854 nm is adjusted for optimum cooling results. If
several normal modes of the ion's motion are to be cooled to the ground state, the tuning
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3.4. Sideband cooling and quantum state manipulation of Ca+ ions

of the cooling laser has to be sequentially alternated between the di�erent sidebands.
At the end of this cooling step, population in the D5=2 level is pumped to the S1=2 level.
To ensure that the entire population is actually in the S1=2(m = �1=2) level, a short
pulse of circularly polarised light is applied to the S1=2 $ P1=2 transition.

3. Quantum state engineering. The motional state of the ion can be manipulated by apply-
ing pulses of varying frequency and duration on the quadrupole transition.

4. Quantum state analysis. Again, one or several pulses of light are applied to the S1=2 $
D5=2 transition. This serves the purpose of transferring part of the population to the
metastable state. The D5=2 state population is read out in the next step. There is no
clear distinction between steps 3 and 4. At the beginning of step 4, the ion should be
in the electronic ground state. If only level occupancies are to be measured, this can be
achieved by a pumping pulse with the laser at 854 nm.

5. Detection. The Doppler cooling lasers at 397 nm and 866 nm are switched on and the
�uorescence of the ion is monitored for several milliseconds. Discriminating between
the ion being in the S or D level is done by comparing the number of counts with a
threshold value.

397 nm

866 nm

854 nm

397 nm s -

729 nm

detection

Doppler cooling detection
analysis

manipulation
sideband cooling

0 ms 2.7 ms 9.2 11.5 13.8 ms 19.7 ms

Figure 3.11.: Typical pulse sequence used in the experiments described in chapter 6. Di�erent
grey scales indicate changes in intensity or frequency.

Typically, the whole experiment takes beween 5 and 20 ms. By repeating the whole sequence
100 times, the D state occupation is measured. As an example, �g. 3.11 shows a pulse
sequence used for simultaneously cooling two motional modes to the ground state of motion.
There are many variations of this scheme. In its simplest form, the sideband cooling and state
engineering steps are omitted, yielding an excitation spectrum of the quadrupole transition.
If the sideband cooling step is directly followed by the state analysis, one can measure the
ground state population by the method described on page 25. Delaying the state analysis by
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3. Laser�ion interactions

a time � permits to measure the ground state population as a function of � . The heating rate
of the oscillator can be inferred from such a measurement.
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4. Experimental setup

This chapter describes the experimental apparatus. First, a broad overview is given. Then,
the individual parts are characterised in more detail. The two main components are the ion

fibres

optical table 1

optical table 2

CCD camera
diode laser

system
at 854 nm

diode laser
system

at 866 nm

photomultiplier
tube

397 nmAr - ion
laser

+ Ti:Sapphire
laser

at 793 nm

Ti:Sapphire
laser

at 729 nm

frequency
doubling

vacuum vessel

Figure 4.1.: Overview of the experimental setup. The experiment is spread over two optical
tables. The Ti:Sapphire lasers together with their stabilisation and the Ar+ pump
laser are located on one table, the diode lasers and the vacuum vessel containing
the Paul trap are on the other table.
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4. Experimental setup

trap apparatus and the laser sources used for an investigation of Ca+. They are set up on two
optical tables. Fig. 4.1 provides a general overview. Table 1 accommodates the laser sources
at 397 nm and 729 nm. Their light is coupled into optical �bres and guided to the other optical
table where the trap is mounted in an ultra-high vacuum system. Apart from the trap, the
detection systems, i.e. an intensi�ed CCD camera and a photomultiplier, as well as two diode
lasers operated at wavelengths of 854 nm and 866 nm are on table 2. The light of the four
lasers is split into di�erent beams which are then superimposed with each other and steered
onto the ion from six di�erent directions. Finally, there is another ion trap apparatus on the
same table. The other trap is a linear trap. It is used to store strings of several ions. Both
ion traps are operated in a time-sharing scheme since they share not only all the laser sources
but also the CCD camera and the computer control system. The laser beams are directed to
one trap or the other by coupling them into di�erent �bres, or by using a polarising beam
splitter in combination with a half-wave plate as an adjustable beamsplitter. Except for the
trap design, most of the experimental setup has already been described in detail in the thesis
of H. C. Nägerl [85]. Since then, the drift stability of the laser sources has been improved.

4.1. Ion trap apparatus

4.1.1. Trap design

An open trap design has been chosen to provide access to the trap center from many di�erent
directions. The trap electrodes are made of molybdenum wire with a diameter of 200 �m.
The quadrupole potential is generated by a ring electrode with an inner radius of 0.7 mm
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Figure 4.2.: (a) Arrangement of trap electrodes. The quadrupole potential is generated by
applying an RF voltage to the ring electrode and a dc voltage to the tips in the
symmetry axis of the ring. The other pair of electrodes is used to compensate
for stray electric �eld perpendicular to the trap axis. (b) Potential in axial and
radial direction. The dotted lines show the quadrupolar term of the potential.

36



4.1. Ion trap apparatus

and two tip electrodes in the symmetry axis of the ring. The distance between the tips is
1.2 mm. Fig. 4.2 (a) shows the arrangement of the electrodes (see also �g. 4.4). Axial trap
frequencies of up to 5 MHz are generated by applying voltages of up to 1000 V at a frequency
of 20.9 MHz to the ring electrode. The radial trap frequencies are lower by roughly a factor
of two. Due to small deviations from the cylindrical symmetry, the radial degeneracy is lifted
leaving two axes of symmetry with trap frequencies that di�er by approximately 4%. The
radio-frequency drive is applied only to the ring electrode which is grounded with respect to
dc voltages. By application of a common dc voltage to the tip electrodes, the ratio of axial
to radial frequencies is �ne-tuned. An asymmetry in the tip electrode voltages shifts the ion
towards the more negative tip. Two more tip-shaped electrodes are in the plane of the ring,
their tips being separated from the trap center by 3 mm and pointing towards it. These
compensation electrodes serve to move the ion in the plane of the ring. The ring electrode is
formed by spot-welding the wire into the shape of a ring. The ends of the tip electrodes as
well as the compensation electrodes are brought into hemispherical shape by polishing them
on a lathe. All molybdenum electrodes are spot-welded to thicker wires with a length of
approximately 30 mm and a diameter of 2 mm which are themselves attached to a multipin
vacuum feedhrough.

The electrode con�guration described above generates a good approximation to a pure
quadrupole potential in the centre of the trap, as can be seen from a numerical simulation of
the electric potential. Fig. 4.2 (b) shows the potential along the axial and radial directions
(see �g. 2.3 (b) for a contour plot of the potential). The curvature varies by less than 10

�3

over the central 100�m of the trap. Higher order multipole terms become important outside
the centre of the trap. The voltage needed to generate the same curvature at the position of
the ion (i.e. the same trap frequency) is increased by a factor of 1.7, as compared with the case
of a pure quadrupole potential. Voltages of up to 60 V have to be applied to the compensation
electrodes in the plane of the ring in order to shift the ion to the centre of the quadrupole
potential. The electric �eld produced by these electrodes is rather inhomogenous, probably
due to the screening e�ect of the ring electrode. In the experiments, it was found that the
ratio of axial to radial frequencies could be chosen to be smaller than two, even if positive
voltages were applied to the tip electrodes. This shows that the compensation voltages not
only shift the electric �eld at the position of the ion but also change its gradient. However,
this e�ect does not have any negative consequences for the experiments. Voltage di�erences
of less than 5 V on the tip electrodes are su�cient for compensation in the axial direction.
Dc voltages on the tip electrodes are used only for the purpose of compensation since there is
no need to change the ratio of axial to radial trap frequencies signi�cantly.

4.1.2. Radio-frequency drive

The drive voltage is generated by feeding a helical resonator [86](quality factor � 200) at 20.9
MHz with an input power of 0.5�3 W. The experimental setup is shown in �g. 4.3. The input
power is produced by a function generator1 and a 5 W ampli�er2. A variable attenuator allows
one to change the trapping frequencies continuously by a factor of four and thus to adjust the
RF power. The helical resonator is mounted on top of the vacuum chamber inside a metal

1Synthesized function generator DS345, Stanford Research Systems.
2ZHL-5W, Mini Circuits.
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shield that prevents the electronics of the diode lasers from picking up the drive frequency. All

21 MHz

power
meter

directional
coupler

to feedthroughs

5 W
amplifier

variable
attenuator

mixer

volt
meter

Figure 4.3.: Helical resonator. The copper cylinder (Ø = 10 cm) and the copper helix form
a quarter wave resonator.

other electric connections going out of the vacuum system are low-pass �ltered for the same
reason. The power going into the resonator is measured by a power meter3. The re�ected
power is coupled out by a directional coupler and mixed with a signal at the drive frequency.
Measuring the back-re�ected power as a DC voltage is useful for impedance matching of the
helical resonator and for monitoring its resonance frequency. When more than 2 W are fed
into the resonator, it warms up and its resonance frequency changes slightly. After half an
hour, an equilibrium state is reached and no further changes to the drive frequency have to
be made.

4.1.3. Vacuum vessel

The trap is mounted in a vacuum vessel made of stainless steel. Various �anges provide optical
access for the laser beams and for collection of the ions' �uoresence (cf. �gs. 4.5 and 4.7).
The vacuum vessel is a CF 63 double cross with six extra CF 35 �anges. The geometrical
con�guration is most easily visualised by imagining a cube around the trap. Then, the CF 63
�anges are at the centres of the cube's faces and the CF 35 �anges are at the corners of the
cube, facing each other pairwise at opposite corners of the cube. The symmetry axis of the
trap intersects the imaginary cube at the centre of two opposite edges. Fig. 4.4 shows the trap
and the three directions that provide optical access for the laser beams. The angles between
these laser beams are 70:5Æ and 54:7Æ. All windows are tilted by 6

Æ so that back re�ections
from a beam exiting the vessel can be blocked with an aperture. The trap is mounted from
above on a multipin electric feedthrough. The opposite CF 63 �ange is used for the Ca ovens

3Daiwa CN-410M.
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z
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Figure 4.4.: Geometry of trap and laser beams. The coordinate system indicates the principal
axes of the trap. All laser beams, indicated by wavelengths in nm, are insensitive
to either x - or y - motion of the ion. The �uorescence is collected along the x+z
direction. The CF 63 �anges are parallel to the faces of the cube.

and electron sources. The second pair of CF 63 �anges is equipped with tilted windows, the
third pair of CF63 �anges is provided with re-entrant viewports, which allow one to place
the front side of the lenses as close as 45 mm from the trap center (see �g. 4.7). Each of the
two calcium ovens consists of a Ca-�lled steel tube 60 mm in length. By sending a current
of 3.5 - 4 A4 through the tube, the vapour pressure of Ca is increased and a (rather poorly
collimated) beam of Ca atoms is directed towards the trap. The aperture of the oven is 20 mm
away from the trap. Electrons are produced by heating a short �lament of thoriated tungsten
wire with a current of 4 - 5 A. The �lament, with a diameter of 200 �m and a length of 2 - 3
mm, is attached to two metal rods which are in turn stuck in an alumina rod with two holes
through it (see �g. 4.6). A bias voltage of -8 V is applied to the �lament which accelerates the
electrons towards a sheet of tantalum 1 mm in front of the �lament. Some of the electrons
pass through a 1mm hole in the sheet and can be accelerated by the trapping voltage towards
the trap. Two electron sources of this kind are mounted at a distance of 20 mm from the trap.
Currents of up to several �A were measured to �ow to the ring electrode if a voltage of +100
V was applied to the electrode. The bright yellow light emitted by the �lament while loading
ions does not add signi�cantly to the stray light detected by the photomultiplier tube.

Before the vacuum chamber was mounted on the optical table it had been baked out at
a temperature of 290ÆC for several days. It is now continuously being pumped by a 20 l/s

4It has previously been shown that currents of more than 7 A result in immeadiate and irreversible disinte-

gration of the oven [87].
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Figure 4.5.: Vacuum vessel as seen from the point of view of the CCD camera. (A-F) Tilted
windows, (G) Helical resonator, (H) Ca ovens and electron sources. Getter pump
and titanium sublimation pump are connected to a third pair of CF 35 �anges
that is not shown in the �gure.

ion getter pump5. A titanium sublimation pump6 serves to maintain the base pressure. A
pressure better than 10

�9 mbar can be inferred from the fact that no current through the
getter pump could be measured (I < 0:1�A). A pressure of 1 �10�10 mbar has been measured
by a pressure gauge in another ion trap apparatus that was subjected to the same bakeout
procedure and pumped by similar pumps. Therefore, it seems likely that the pressure is also
in the range of 10�10 mbar in the apparatus described here.

4.1.4. Fluorescence detection

The ions' �uorescence at a wavelength of 397 nm is detected by a CCD camera7 and a photo-
multiplier tube (PMT)8. The detection setup is shown in �g. 4.7. The �uorescence is collected
with two microscope lenses. An f-number of f � 1:5 is achieved by placing each lens inside a
re-entrant viewport so that the front side of the lens is at a distance of only 50 mm from the
trapped ion.

The lens used for the PMT images the ion with an enlargement factor of 6 onto a 0.6 mm
pinhole to reduce stray light. The pinhole, together with a colour glass �lter and the PMT,

5VacIon Plus 20 with controller MiniVac, Varian.
6Titanium sublimation pump SUB-203, Caburn-MDC.
7ICCD, Princeton Instruments.
8H5783, Hamamatsu.
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Figure 4.6.: Design of the electron source. The steel sleeve is �xed to the alumina rod by
a screw. The lower piece of alumina splits apart and stresses the wires, thereby
�xing their position with respect to the upper piece of alumina.
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Figure 4.7.: Detection setup at 397 nm. Two microscope lenses placed inside re-entrant
viewports are used to image the �uorescence onto a photomultiplier tube and a
CCD camera, respectively. A kinematic mirror mount allows to image ions in the
linear trap onto the CCD camera.

is mounted on an XYZ translation stage. The quantum e�ciency of the PMT is speci�ed
to be 11% at 397 nm. At wavelengths above 500 nm its e�ciency decreases rapidly so that
its sensitivity at 729 nm is reduced by a factor of 104. With a transmission of 65% at 397

41



4. Experimental setup

nm and less than 5 � 10�8 at 729 nm, the colour glass �lter9 adds to this e�ect. Fluorescence
count rates of up to 30 kHz per ion are achieved on top of a background count rate of 1 kHz,
which is predominantly due to scattered light at 397 nm. Neither the dark count rate (< 10
counts/second) nor stray light at 729, 854 or 866 nm play an important role. In principle, a
laser beam at 729 nm could be imaged onto the ion10 by the microscope lens used for the CCD
camera even though this beam would be subsequently imaged directly onto the PMT. The
pulses from the PMT are ampli�ed 40 times11 and sent to the discriminator inside a photon
counter12.

The second microscope lens images the ion onto the chip of an intensi�ed CCD camera,
which is also used for monitoring ions in the linear trap. The enlargement factor is approxi-
mately 25. Since a resolution of a few microns is achieved and the pixel size is 21�m � 21�m,
the ion is imaged onto a few pixels. A higher magni�cation would only decrease the rate of
collected photons per pixel. Although the ion could be detected within a few milliseconds,
typical exposure times are in the range of a few tenths of a second. The CCD camera image
provides valuable information concerning the quality of Doppler cooling or the lack thereof.
Changes in the ion's position as small as 1 �m can be detected, which allows a crude com-
pensation of micromotion in two dimensions. Finally, the camera is useful for detecting the
presence of additional ions other than 40Ca+ that do not �uoresce. The presence of these ions
can be inferred from a shift of the equilibrium positions of the �uorescing 40Ca+ ions (see
�g. 5.3).

4.1.5. Computer control

The whole experiment is controlled by a computer. Programs written in LabView13 are used
for PMT data aquisition, setting of laser frequencies and powers, and for the timing of the
experiment. For this purpose, four data aquisition boards are employed. Two of them are
multi-function I/O boards14, the other two are timing boards15. The latter are programmed to
generate the pulse patterns needed for the sideband cooling and quantum state manipulation
experiments. A timing precision of better than 1�s is achieved. Two additional pulses are
produced by a delay generator16. This instrument as well as function generators, a photon
counter and a lock-in ampli�er are controlled by the computer via GPIB interface17.

4.1.6. Laser beams

Up to eight laser beams are focussed onto the ion (see �gs. 4.4 and 4.8). The blue light at 397
nm is split by two acousto-optical modulators (AOM) into two beams that can be switched

9BG40, 3mm.
10Ions spaced 20 �m apart have been individually addressed in the linear ion trap using such a beam [44].

Due to the large aperture of the lens, the spot size of the beam could be made as small as 6 �m.
11VT120A, EG&G.
12SR400, Stanford Research Systems.
13National Instruments.
14AT-MIO-16XE-50 and PC-MIO E, National Instruments.
15PC-TIO-10, National Instruments.
16DG535, Stanford Research Systems.
17AT-GPIB/TNT, National Instruments.
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Figure 4.8.: Laser setup near trap. The light at 397 nm is divided into two beams that can be
switched on and o� independently. A polarisation modulator permits to switch
the beam direction of the laser at 729 nm within 50�s. �=2 and �=4 denote half-
and quarter-waveplates used for polarisation control.

on and o� and controlled in power independently. One of the beams is circularly polarised
and allows one to prepare the ion in a Zeeman sublevel of the electronic ground state provided
that magnetic �eld vector coincides with the beam's axis of propagation. The other beam
is split into three beams that are used for Doppler cooling and compensation of the ion's
micromotion. The ability to shut o� the blue beams at certain times with a high extinction is
essential to the experiments described later. This is accomplished only in combination with
another AOM on the other table whose �rst order beam is coupled into the optical �bre. An
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extinction of 3 � 10�10 is achieved by switching o� all three AOMs. The beams are focussed
upon the ion (waist size w0 � 80�m) by lenses made of fused silica18.

The light of the repumping lasers at 866 nm and 854 nm is each separately superimposed by
dichroic mirrors on one of the linearly polarised blue beams. Both infrared beams are linearly
polarised. In order to avoid optical pumping of the ion into a state decoupled from the laser
�elds, they need to have a polarisation component that is perpendicular to the magnetic �eld.
The focus of both beams has been chosen to be slightly larger than the focus of the blue
beams.

The light of the laser at 729 nm is sent through an electro-optical polarisation modulator
and subsequently split by a polarising beam splitter into two beams. Their relative intensities
are controlled by the voltage (0 - 240 V) applied to the polarisation modulator. The beam
that is re�ected by the beamsplitter can be attenuated by a factor of 100, the transmitted
beam by a factor of 500. The maximum switching rate is limited to 10 kHz by the electronics.
Since all laser beams are perpendicular to either one or the other radial oscillation mode of
the ion, both beams are needed if the radial x - and y - oscillators are to be cooled to the
ground state simultaneously. This is the only experiment where two beams at 729 nm are
required. A relatively small waist size of the beams has been chosen (w0 = 30�m) since the
Rabi frequency depends inversely on the beam size at the position of the ion.

4.2. Lasers

The following subsections describe the setup of the laser sources. The lasers used for excitation
on the dipole transitions do not require a demanding frequency stabilisation since the decay
rate of the P states is 20 MHz. However, they have to lock reliably over hours and their
frequency drift should not exceed a few MHz per hour. Unlike the case of trapped neutral
atoms, it is not generally possible to lock the required lasers to atomic resonance lines by
Doppler-free spectroscopy techniques. For experiments with trapped Ca+ ions the lasers have
to be locked to temperature-stabilised cavities instead. The requirements for the laser that
is used for excitation of the quadrupole transition are much more demanding, concerning its
frequency drift as well as its short term linewidth because the latter sets an upper bound to
the coherence time that can be achieved. Typically, it takes several minutes to perform a
sequence of experiments. Thus, a drift stability of less than 20 kHz per hour is compulsory
when coherently exciting the quadrupole transitions with Rabi frequencies of 20 kHz because
a 5 kHz change in the laser frequency notably alters the experimental outcome. Finally, the
power of the 729 nm laser has to be much higher than the power of the other lasers. While
half a milliwatt of light is more than enough to excite the ion on one of the dipole transitions
(then the transition can be easily saturated), at least a few ten milliwatts are required for fast
coherent excitation of the quadrupole transition. All lasers are stabilised by application of
the technique of frequency modulation spectroscopy [88] on an optical resonator, also known
as Pound-Drever-Hall stabilisation [89].

18Lenses made of ordinary BK7 glass seemed to scatter more light, thereby increasing the stray light back-

ground detected by the PMT.
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4.2.1. Frequency doubled Ti:Sapphire laser for 397 nm

The light from a commercial Ti:Sapphire laser19 at 794 nm (1.6 to 2.0 W) is split into one
main beam, which is directed towards the doubling resonator, and three auxiliary beams as
shown in �g. 4.9. One of these beams passes on to a wavemeter, the second one is superposed

fibre

PD 2

EOM

from 729 laser

to wave meter

AOM

l /4

tunable
reference resonator

PD 1

l /2

Ti:Sapphire laser Coherent 899

doubling cavity

PD 3

scan resonator

Figure 4.9.: Setup for 397 nm laser. The Ti:Sapphire laser is only shown schematically. PD
2 is a monitoring photodiode, PD 3 is used to detect the transmission peaks for
the drift lock, PD 1 is used for deriving the Pound-Drever-Hall error signal. The
AOM is used for fast ON-OFF switching in front of the �bre.

with light at 729 nm and is directed towards a drift lock cavity, and the third one enters
an electro-optical modulator (EOM)20 on the way to a stabilisation cavity (�nesse F=100).
With the Pound-Drever-Hall locking technique the laser has a linewidth of approx. 200 kHz.
Presently, the servo loop uses solely the commercial tweeter piezo with a bandwidth of 18 kHz.
The enhancement cavity with an LBO crystal for e�cient frequency doubling is locked to the
794 nm laser by the Hänsch-Couillaud technique [90]. Up to 80 mW of power at 397 nm is
generated, which then passes through a skewed lens for compensation of astigmatism and is
coupled into a �bre via a telescope. An AOM in front of the �bre (1st order e�ciency 80%) is
used for fast ON-OFF switching with a high extinction ratio. The transmission through the
�bre is 33% at maximum. Typically we use about 1-2 mW after the �bre. The laser is detuned
by scanning the voltage on the piezo of the reference cavity. This allows for a scanning range
of up to 5 GHz. When the laser is locked to the cavity it still shows a drift with respect to

19CR-899, Coherent.
20LM 0202 Phas, Gsänger.
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4. Experimental setup

the atomic resonance of up to 1 MHz/min. This drift can chie�y be attributed to the piezo.
In order to avoid it, the stabilisation cavity can be locked to the highly stable laser at 729
nm. For details of the locking technique, see ref. [85]. However, there is a tradeo� because
the improved drift stability comes at the cost of the 794 nm laser falling out of its lock as
soon as the 729 nm laser does so. Therefore, it might be a better idea to use the ion itself as
a frequency reference for the 794 nm laser by monitoring its �uorescence.

4.2.2. Ultra stable Ti:Sapphire laser for 729 nm

To meet the high requirements concerning linewidth and stability, this laser is RF-stabilised
to a high-�nesse cavity with a resonance linewidth of 3 kHz. For that purpose, 5 mW of
the light (out of 700 mW) is sent through an electro-optical modulator on the way to the
stabilisation cavity. From ring-down measurements the cavity �nesse has been inferred to be
F = 220000 at the laser wavelength. The cavity mirrors21 are optically contacted to the ends

PD 2

EOM

to wave meter and scan lock resonator

AOM 1

AOM 3

AOM 2

l /4

PD 1

l /2

l /2

Ti:Sapphire laser Coherent 899

high finesse cavity
in vacuum tank

fibre

CCD

EOM

Figure 4.10.: Setup for 729 nm laser. AOM 1 is used in a double pass con�guration for �ne
detuning of the laser frequency. In addition, it serves for power control and
fast ON-OFF switching. The transmission through the high �nesse cavity is
monitored on a photodiode (PD 2) and on a CCD camera. PD 1 is used for
deriving the Pound-Drever-Hall error signal. Intensity stabilisation of the laser
power is accomplished with AOM 3.

of a cylindrical spacer made of an ultra-low expansion material22. The spacer is suspended
by thin wires in a vacuum tank in order to achieve a good acoustical and thermal isolation
from environmental perturbations. The vacuum tank is pumped to a pressure of less than
10
�8 mbar by an ion getter pump. The dominant mechanism of energy exchange between

the spacer and its environment is black-body radiation. If the spacer was a black body, the
relaxation time towards thermal equilibrium would be 10 hours. The vacuum vessel is inside

21Research Electro-Optics.
22ULE, Corning.
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a doubly temperature-stabilised mantle which reduces long-term deviations from the desired
temperature to a millikelvin. The light that is back-re�ected from the cavity is detected onto
a photodiode whose signal is de-modulated, ampli�ed and sent to the tweeter piezo of the
ring resonator, to the high-voltage side of an intracavity EOM23 (bandwidth 100 kHz) and
to the RF-side of this EOM (bandwidth 1.5 MHz). A frequency stability of better than 100
Hz with respect to the cavity is deduced from the noise spectrum of the error signal with
the servo loop closed. The frequency stability of the cavity is unknown and could only be
measured by comparing the laser frequency to the resonance frequency of an independent
cavity with a similar �nesse. Since the resonance frequencies of the cavity can only be tuned
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Figure 4.11.: Drift stability of the 729 nm high �nesse cavity. Measurements of the resonance
frequency of the carriers of two S1=2 � D5=2 Zeeman transitions allow one to
calculate the resonance frequency at zero magnetic �eld. The long-term drift (a)
turns out to be -0.1 Hz per second, a hundred times better than the medium-term
stability (b) which is 5 - 15 Hz per second.

23PM 25,Gsänger.
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4. Experimental setup

by changing its temperature, an AOM24 is used in a double-pass con�guration for setting the
frequency and the power of the light that goes to the experiment. The maximum di�erence
between the desired frequency and a TEM00 mode of the cavity is 375 MHz (the free spectral
range of the cavity is 750 MHz). In combination with another AOM in the locking branch,
this gap is bridged by choosing either the 1st or -1st order of the double-pass AOM. A stable
function generator25 is used for driving the AOM. By setting its frequency, the laser can be
continuously tuned over a range of 50 MHz without signi�cantly changing its output power.
The light is coupled into a �bre (40 % e�ciency) so that up to 140 mW are available for the
experiments.

The drift stability of the reference cavity is measured by comparing its resonance frequency
with the S1=2 $ D5=2 transition frequency. This is done by measuring the center frequencies
of two Zeeman transitions and interpolating the resonance frequencies to the case of zero
magnetic �eld. Fig. 4.11 shows the long-term stability of the laser over the course of six
months as well as its medium-term stability. Although the long-term drift is only -0.1 Hz per
second, its medium-term behaviour is less satisfactory. Drift rates of 5 - 15 Hz per second are
typically observed. The drift rate is always positive and seems to become smaller in the course
of several hours. The sign of the drift is consistent with the assumption that the distance
between the cavity mirrors increases (the laser frequency goes down). So far, this behaviour
is unexplained. As the air temperature changes by as much as two degrees in the vicinity of
the Ar+ laser, it is conceivable that the temperature of the vacuum vessel increases as soon as
the Ar+ laser is switched on. It is also possible that the cavity mirrors slightly heat up locally
due to light absorption in the mirror coatings. This conjecture could be tested by measuring
the drift rate as a function of the light power coupled into the cavity.

4.2.3. Diode lasers at 854 and 866 nm

Since the diode laser systems closely resemble each other they will be described together. The
systems have been characterised in detail in [91, 92]. The diode laser setup at 866 nm shown in
�g. 4.12 is described below. The few di�erences in the setup of the other laser are mentioned
in the text. A laser diode26 with maximum output power 50 mW (100 mW for the laser at 854
nm) is combined with a collimator and an external grating in Littrow con�guration to create
an extended tunable resonator [93, 94]. The resonator is temperature-stabilised to 5 mK (at
about 5Æ C above room temperature) and put inside a sturdy aluminum box to isolate the
setup from acoustical vibrations, temperature �uctuations, and stray RF-�elds. The resonator
can be coarse-tuned with a �ne thread, and �ne-tuned with a piezo. This changes the angle
of the grating with respect to the direction of light propagation from the diode. Slow integral
feedback of the servo loop used for stabilising the laser frequency is applied to this piezo to
correct for slow and fast �uctuations. Outside the aluminum box, the laser beam is directed
through a pair of anamorphotic prisms for beam shaping and through an optical diode27 (70
dB isolation) to avoid optical feedback other than that from the grating. The diode laser is
again frequency-stabilised to an external reference cavity by the Pound-Drever-Hall method.

24Brimrose.
25Signal generator 2023, Marconi.
26SDL 5401-G1 for laser at 866 nm, SDL 5411-G1 at 854 nm.
27I-80-U4, Isowave.
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Figure 4.12.: Diode laser setup. The beam from a laser diode in the Littrow con�guration
is split into a main beam which passes an AOM and a stabilisation beam which
passes an EOM on the way to a reference cavity. The light which is not de�ected
by the AOM is used for opto-galvanic spectroscopy in a hollow cathode. The
anamorphotic prism pair for beam shaping is not used in all setups. Instead, a
telescope is used to pass the beam through the optical diode.

The linewidth of this cavity is about 1500 kHz (�nesse F=1000) to produce a narrow error
signal.

After passing through the optical diode, part of the light is sent through an EOM (with a
LiTaO3 crystal) to generate sidebands at typically 16 MHz. The re�ected light from the cavity
is mixed with the local oscillator at 16 MHz to produce the error signal. The fast components
of the servo signal then modulate the diode current for stabilisation. The current modulation
is achieved with an FET circuitry inside the metal box close to the diode [91].

The main part of the light passes through a 270 MHz double pass AOM for frequency and
power control and fast ON-OFF switching of the laser beam. The 0th order light beam is
coupled into a wavemeter (Michelson interferometer type), which allows for monitoring the
wavelength to a precision of 10�7, and additionally enters a hollow cathode lamp for Doppler-
limited opto-galvanic spectroscopy in a hollow cathode [91]. A spectrum is shown in �g. 4.13,
where in addition to the Doppler-broadened line the TEM00 transmission peaks of a monitor
cavity are plotted. These serve as frequency markers. Typically, there are 1 to 3 mW of usable
power for the beam directed to the experiment after it has passed the AOM.

The laser at 854 nm can be detuned with the help of the piezo-mounted mirror on the
cavity across a few free spectral ranges (FSR = 750 MHz). Its double pass AOM is used
only for setting the laser power and ON-OFF switching. As already mentioned, the drift
stability of a laser locked to a tunable cavity is much poorer than the stability of a laser which
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Figure 4.13.: Hollow cathode spectroscopy. The Doppler broadened signal is �t with a Gaus-
sian (FWHM = 810 MHz, corresponding to a temperature of T=400 K). The
transmission peaks of a Fabry-Perot cavity are used as frequency markers (free
spectral range FSR = 1500 MHz). The laser is locked to the TEM00 475 MHz
away from the P1=2 $ D3=2 transition so that its frequency is shifted on reso-
nance by the AOM.

is stabilised to a �xed reference cavity. Therefore, the present 854 nm laser setup will be
replaced by the design chosen for the repumping laser at 866 nm. Here, a very satisfactory
drift stability is accomplished by putting the cavity into a pressure-tight steel tube which is
then temperature-stabilised in a two-stage setup [92]. When another laser used for saturation
spectroscopy of cesium vapor was stabilised to this resonator, its drift was measured to be
300 kHz within 4 hours. This corresponds to a temperature change of the spacer of less than
0.5 mK. For the ion trap experiments the tuning range of the laser (� 150 MHz) was set
to cover the P1=2 $ D3=2 transition frequency by adjusting the temperature of the reference
cavity. Readjustments of the temperature have to be done only rarely. After �ve months, the
resonance frequency of the cavity had drifted no more than 150 MHz.
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4.2.4. Wavelength measurements

The wavelengths of the lasers are measured interferometrically with a wave meter by com-
paring their respective wavelengths with the known wavelength of a HeNe laser. Two wave
meters are used, one of them having a precision of 10�6, the other 10

�7, which is due to
improvements in the electronic signal processing [95]. If properly aligned, both instruments
allow one to determine the laser frequency with an uncertainty of 500 MHz. In case of the
lasers locked to �xed reference cavities (729 nm, 866 nm), this precision is su�cient to unam-
bigously identify the proper cavity mode. Although optogalvanic spectroscopy on a Ca hollow
cathode lamp does not o�er a better resolution, it gives a check that the wave meters are not
misaligned. Unfortunately, the life span of the hollow cathode lamps (about 1000 h) seems
to be considerably shorter than the life span of the other components of the Ca+ experiment
and the signal quality tends to deteriorate after some time.
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A number of basic steps has to be carried out before the more advanced experiments described
in the next chapter can be undertaken. Most of them are part of the experimental routine
and have to be done every time that the experiment is run. These steps serve as a guideline
for the organisation of this chapter. The �rst section describes the procedure for trapping
single or a few ions. Di�erent methods for compensation of the micromotion were introduced
in section 2.3. After reducing the �rst order Doppler e�ect by moving the ion to the centre
of the trap, the atomic transitions are investigated by laser spectroscopy and the lasers are
properly adjusted for the sideband cooling experiments described later. Though not part
of the daily routine, electronic excitation of the ionic motion proves to be a useful tool for
characterising some properties of the ion trap apparatus (see section 5.2).

5.1. How to trap single ions

Before a cloud of ions is loaded into the trap, the Doppler cooling lasers have to be set
in frequency. As already mentioned, optogalvanic spectroscopy is used to determine the
frequencies of the lasers resonant with the S1=2 $ P1=2 and D3=2 $ P1=2 transitions. Initially,
the cooling laser at 397 nm is red-detuned from the line centre by 800 - 1000 MHz. The
repumping laser at 866 nm is tuned to resonance. In the beginning, 200 - 1000 �W of light at
397 nm and 866 nm are sent through the trap. Prior to loading ions, the trapping potential
is shortly turned o� to get rid of unwanted ions that were possibly trapped before. Then, the
trap frequencies are set to moderately low values in the range of 1 - 2 MHz and the vapour
pressure of Ca is increased by sending a current of 4 A through the oven. It takes the oven a
minute to heat up. After switching on the electron source, Ca atoms that are ionised in the
trapping volume start to accumulate. Normally, the loading process takes about a minute.
The initial detuning of the cooling laser enhances the probability of trapping Ca+ ions. The
lasers can now be focussed to the centre of the trap by maximising the �uorescence of the
ion cloud. For large clouds of several hundred ions (diameter 200 - 250 �m), count rates
of up to 3 � 106 per second have been observed.1 However, smaller clouds are better suited
for a precise adjustment of the laser beam positions. Fig. 5.1 shows a CCD image of such
a cloud of ions. The initial energy of the ions depends on the position where the ionisation
occurred. If, for example, a Ca atom is ionised 100 �m away from the trap centre at a trap
frequency of 1 MHz, it aquires a potential energy equivalent to 1000 K, which is much higher
than the temperature of the atomic beam. The ion cloud relaxes into a steady state where
RF-heating [96] is balanced by laser cooling. The temperature of the ion cloud leads to a

1The ion number is estimated from a comparison of the �uorescence rate of the cloud to that of a few

non-crystalline ions whose number is known from their crystalline state.
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full width �=(2�) = �SP
p
2kBT log(2)=mc2 at half the maximum height (FWHM) of the

Doppler-broadened Gaussian pro�le of the cooling transition in the range of 1 - 1.5 GHz.
The number of trapped ions is reduced by switching o� the cooling laser. The loss rate

20 m

Figure 5.1.: Ion cloud as seen from CCD camera. All CCD images were recorded with expo-
sure times of 0.5 s.

strongly depends on the trap frequency and generally increases with rising frequency. With
shrinking cloud size, the frequency of the cooling laser has to be tuned closer to resonance.
At low ion numbers, the ion cloud undergoes a phase transition to a state where the ions are
arranged in a crystalline structure. This phase transition manifests itself by a pronounced drop
in the linewidths of the excitation spectra. The number of scattered photons then suddenly
decreases to a much lower value because the cooling laser is usually still red-detuned by several
hundred MHz. On the CCD camera, the ordered ion structure is directly visible (see �g. 5.2
and �g. 5.3). Once a crystal has formed, the frequency of the cooling laser can be tuned closer
to resonance. In addition, a lower laser power is now su�cient for saturating the atomic
transitions. To reduce the ion crystal to a single ion, patience as well as luck is required. The
lifetime of an ion in the trap amounts to roughly ten minutes if the ion is not laser-cooled.
A single ion can be obtained by repeatedly blocking the cooling laser for 2 minutes. In an
alternative approach, the trap is emptied after the lasers have been adjusted on an ion cloud.
Then, one tries to load a single ion into the trap. For this purpose, the ionisation probability
has to be reduced by lowering the temperature of the �lament that provides the electrons.

The process of loading single Ca+ ions is complicated by the fact that not only are Ca
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(a) (b)

(c) (d)

20 mµ

20 mµ 20 mµ

20 mµ

Figure 5.2.: (a) Single Ca+ ion. (b) Two-ion crystal. The ions are aligned along the weakest
axis of the trap. (c), (d) Electronic excitation of the radial modes of oscillation.
The ions spend most time at the turning points of the orbit which, therefore,
appear brighter. This kind of excitation is useful for measuring trap frequencies
and determining the directions of the (radial) normal modes. The axial direction
is known from the trap geometry.

atoms ionised and trapped, but also other charged atoms or molecules. The presence of these
impurity ions can be derived from a lack of �uorescence at certain positions in the ion crystal.
An example is shown in �g. 5.3 (a) where an ion seems to be missing in the lower left corner
of the crystal. Impurity ions can be detected even if there is only a single �uorescing Ca
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(a) (b)

(c) (d)

20 mm

20 mm
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20 mm

Figure 5.3.: Ion crystals. Crystal (a) contains an impurity ion in its lower left corner while
crystal (b) is composed only of Ca+ ions. (c),(d) Due to insu�cient cooling, the
ions are free to move over several �m. The crystal (c) probably contains impurity
ions. In (d), the ions are arranged in three parallel rings centered along the sti�
trap axis. The angle between this axis and the CCD camera direction is 45Æ.

ion by monitoring its position over the course of several minutes, because the ions tend to
swap their positions in the crystal from time to time. Position swapping is probably caused
by collisions of background gas particles with the ion crystal, leading to temporary melting
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of the crystal. It seems that the mass of the dark ions is close to the mass of 40Ca because
attempts to change the trap parameters so that the dark ions are no longer stably trapped
were not successful.

5.2. Electronic excitation of the secular motion

A simple method to measure the trap frequencies is to subject a trapped ion to an alternating
electric �eld by applying an ac voltage to one of the trap electrodes. If the �eld is resonant
with one of the trap frequencies, the ion starts to oscillate along the excited normal mode
direction, its amplitude of motion being determined by the electric �eld strength, the laser
cooling power and nonlinear terms of the trap potential [97]. The oscillation can be observed
on the CCD camera (�g. 5.2 (c) and (d)), and also in the PMT signal by a drop or increase
of the photon count rate owing to a change in the ion's velocity distribution. This method
permits one to �x the trap frequencies with an uncertainty of 10�3. The stability parameters
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Figure 5.4.: The photon count rate of an ion was recorded while the excitation frequency was
slowly swept across the resonance of one of the radial modes of motion. A drop
in �uorescence indicates the resonance frequency. The asymmetric shape of the
resonance is caused by the slight anharmonicity of the trap potential [98].

(a,q) can be calculated by measuring the axial as well as the radial oscillation frequencies. In
the experiments, trap frequencies varied between (!x; !y; !z)= (695, 665, 925) kHz and (2315,
2230, 4880) kHz, corresponding to stability parameters 0:15 � qz � 0:62, �0:005 � az � 0:01.
The 4% di�erence between the two radial frequencies is caused by asymmetries of the ring
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electrode2. It cannot be changed by varying the dc-voltages of the other electrodes due to the
screening e�ect of the ring.

Electronic excitation of the normal modes of oscillation is also possible in case of small ion
crystals. For a two-ion crystal, a measurement of the lowest center-of-mass motional frequency
has been used to measure the magni�cation factor of the CCD light path by relating the
distance between the ions to the separation of their images on the CCD chip.

For a two-ion crystal composed of a 40Ca+ ion and a dark ion, measurements of the normal
mode frequencies of the crystal open up the possibility to �nd out the mass of the impurity
ion, provided that the oscillation frequencies of a single 40Ca+ ion are known. In �g. 5.5,
the calculated normal mode frequencies of such a crystal are plotted as function of the mass
of the dark ion. The measured center-of-mass frequencies of the two-ion crystal3, indicated
by horizontal lines, suggest that the dark ion had a mass of 39 u. Although the measured
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Figure 5.5.: Measurement of the mass of a dark ion. The dotted lines represent the mea-
sured COM mode frequencies of a two-ion crystal composed of a 40Ca+ ion and a
dark ion. The solid lines are normal mode frequencies calculated from eq. (2.17)
as a function of the dark ion's mass, (the sixth normal mode, which has got a
much lower frequency, is not shown. All calculated frequencies coincide with the
measured ones for a dark ion with mass u=39.

and calculated frequencies seem to agree quite well for this mass number, the accuracy of the
method should not be over estimated. It strongly relies on a precise measurement of trap

2Fortunately, the ring turned out not to be completely symmetric. With degenerate mode frequencies, laser

cooling would have become much more involved.
3After this measurement, the dark ion was removed from the trap and the secular frequencies of the Ca ion

were measured.
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sti�ness which is done with a single Ca+ ion. The results of this measurement scheme are
only reliable if the trap parameters do not change between the two measurements. In another
attempt to �gure out the mass of a dark ion in a two-ion crystal, the normal mode frequencies
inferred from the shape of the spectrum of the S1=2 $ D5=2 transition were consistent with a
mass number u = 43 or u = 44. The origin of the impurity ions is not known so far.

5.3. Compensation of micromotion

Stray electric �elds are likely to shift the ion from the RF zero-point to a region where the
ion oscillates under the in�uence of alternating electric �elds. The resulting Doppler shift
aggravates, or even impedes, many experiments that require atomic transitions to be kept in
resonance with light �elds. Furthermore, if the amplitude of oscillation is larger than a fraction
of a wavelength, the ion cannot be placed at a certain point in a standing wave of light. In the
context of laser cooling, Doppler cooling becomes less e�cient because the cooling transition
is broadened by the moving ion. Therefore, it is highly desirable to cancel electric stray �elds.
Four techniques for compensating micromotion have been used in our experiments. They are
presented in the next paragraphs. The e�ciency is discussed in ref. [53].

5.3.1. Coarse compensation

In two dimensions, compensation of micromotion is achieved by lowering the strength of the
RF-potential and monitoring the position of the ion with a CCD camera. By applying voltages
to the compensation electrodes, the ion has to be shifted to a point which is independent of
the RF-�eld strength. This method is only e�cient at low trap frequencies. Besides, it has to
be combined with other techniques since it does not permit to precisely detect the position of
the ion in the CCD direction.

Another method for reduction of micromotion utilises the spectral shape of the S1=2 $
P1=2 transition4. Its width is broadened by micromotional sidebands. After desaturating
the laser at 397 nm and red-detuning it so that the photon scattering rate is reduced to
approximately 50 % of the rate measured on resonance, one can try to lower the scattering
rate even further by application of compensation voltages. The scattering rate is sensitive to
all micromotional components, if the ion is illuminated by several laser beams from di�erent
directions. Alternatively, one can try to maximise the �uorescence rate on resonance.

5.3.2. Correlation measurements

A more sensitive technique relies on correlations between the arrival of photons at the PMT
and the phase of the radio-frequency �eld that arise from the time-dependent Doppler shifts
of the lasers in the rest frame of the ion. If the cooling laser is red-detuned, the absorption
probability is maximised once every cycle when the ion moves towards the laser beam. The
scattering rate is also velocity-dependent since the lifetime of the S1=2 level (7 ns) is short
compared to the RF-period (50 ns). The setup for the correlation measurement is shown

4In the limit of low saturation, the excited state population is proportional to
P

n2ZJn(�)
2=((��n
)2+
2),

where 
 is the RF-frequency, � the detuning, 
 the decay rate and � the micromotion modulation index

[99, 100].
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in �g. 5.6. The arrival of a photon triggers a time interval counter5 which is subsequently

Time interval counter

Trigger In Signal In

Pulse amplification
Pulse discrimination

TTL out

Trap

Amp

PMT

Helical resonator 21 MHz

Figure 5.6.: Setup for compensation of micromotion. The time interval counter measures the
time interval between the arrival of a photon at the PMT and the phase of the
radio frequency �eld. The micromotion in the direction of the laser that excites
the ion is compensated by minimising the modulation of the correlation signal by
application of suitable compensation voltages.

stopped by a pulse synchronised to the RF drive frequency. From 10000 measurements each
obtained by a single photon count, a histogram of time intervals is built up within a couple of
seconds. The amplitude modulation of the distribution is proportional to the micromotional
amplitude. This technique is sensitive only if the photon scattering rate strongly depends
on the detuning of the laser. Therefore, the laser frequency should be tuned to the point of
the steepest gradient of the �uorescence curve. Care has to be taken that the transition is
not broadened by saturation. By keeping the stray light level low, a satisfactory sensitivity
is achieved without sacri�cing too much time to long data acquisition periods. Typically,
the �uorescence count rate was 10 kHz while the stray light rate was 1 kHz or below. The
correlation technique is sensitive to micromotion along the direction of the laser beam. It
was shown in section 2.3, that all triplets of compensation voltages that do not give rise to
micromotion in a certain direction lie in a plane. This can be seen in �g. 5.7 where points
with vanishing micromotion along three non-collinear directions have been measured. The
voltage triplet that shifts the ion to the centre of the RF quadrupole �eld is obtained by
�tting planes to the data sets. The intersection point of the three planes yields the desired
voltage triplet. The orientation of the planes does not have to be measured every time the
micromotion is compensated, since changing stray electric �elds only shift their distance from
the origin (compare for eq. (2.14)). Once the normal vectors of the planes are known, it
su�ces to determine a single point on each plane in order to calculate the compensation
voltages. The success of this method relies on a precise knowledge of the normal vectors.
However, the orientation of the planes might shift if the position of the trap electrodes with
respect to each other changes, which apparently happened more than once in the course of the

5SR620, Stanford Research Systems.
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Figure 5.7.: Compensation voltage triplets (Ut, Uc1, Uc2) that shift the ion to a position
with no micromotion in the direction of one of the laser beam. (a-c) show the
planes obtained for the di�erent beam directions of �g. 4.4. Measured voltage
triplets are indicated by stars, the resulting surfaces (the meshes) are also rep-
resented by contour lines in the Uc1�Uc2 plane. These appear to be more or less
parallel and equidistant, proving that the surfaces have a planar geometry. The
point (Ut; Uc1; Uc2) = (�0:20;�64:0;�42:5)V is common to all three planes (Ut
is the voltage applied to one of the tip electrodes, Uc1; Uc2 are the voltages of the
electrodes in the plane of the ring.

experiments. Under these circumstances, iterative compensation procedures seem to be more
robust. Knowledge of the normal vectors is helpful for devising a compensation strategy that
lets the compensation voltages quickly converge to the values corresponding to the ion in the
trap centre. Both the iterative and the deterministic methods have been applied successfully
in the experiments.
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5. Ion storage

5.3.3. Resolved sideband measurements

Yet another experimental technique of detecting micromotion consists of resolved sideband
spectroscopy on a narrow atomic transition. By determining the Rabi frequency 
1 of the
�rst micromotional sideband of the S1=2(m = �1=2) $ D5=2(m = �5=2) transition and
comparing it to the Rabi frequency 
0 of the carrier (cf. chapter 5), the modulation index
� is directly measurable, since 
1=
0 = J1(�)=J0(�) = �=2 + O(�2) in the limit of low
modulation. Fig. 5.8 shows the modulation index as a function of the compensation voltage
Ut. The minimum modulation index is only 0.021. This residual micromotion is probably due

3.75 3.8 3.85 3.9 3.95 4
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Compensation voltage U
t
 (V)

R
at

io
 o

f R
ab

i f
re

qu
en

ci
es

Figure 5.8.: Ratio 
1=
0 of the Rabi frequencies on the �rst micromotion sideband and the
carrier as a function of the compensation voltage. At the minimum, a modulation
index � = 2
1=
0 = 0:021 is measured. The data are �tted by a function
�(U) = B

p
(Ut � U0)2 + V 2.

to an unbalanced capacitive coupling of the RF �eld to the tip electrodes, causing an electric
dipole �eld alternating at the drive frequency. This �eld component had been disregarded in
the discussion of section 2.2 because of its small magnitude. Since it is 90Æ out of phase with
the quadrupole component, the time-varying part of the electric �eld in the direction of the
laser beam may be written E(t) = Eq(r) cos(
RF t) + Ed sin(
RF t). Eq(r) depends linearly
on the position r, which itself is a linear function of the compensation voltage. Thus, the
magnitude jE0j of the electric �eld may be written

jE0j /
q
Eq(r)

2 +Ed
2 /

p
(U � U0)2 + V 2 ;

resulting in a hyperbolic dependence of the modulation index � on the compensation voltage
U . For �min = 0:021, the amplitude of micromotion is only xmin = �min(�=2�) = 2:5 nm,
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5.4. Excitation spectra

corresponding to an electric �eld Emin = m

2
RFxmin=e of 17 mV/mm.

In our experiments, micromotion compensation is done routinely using the correlation
method. By the above technique, it could be ascertained that the correlation method allows
one to achieve minimum modulation indices in the range of 0.05. Though slightly more
precise, the resolved sideband method would require three beams at 729 nm for a micromotion
compensation in all directions.

5.4. Excitation spectra

Once the micromotion has been compensated, excitation spectra can be recorded on the
dipole transitions, the width of the spectra being dominated by the radiative lifetime of the
P1=2 level. The spectroscopic information that is gained from the spectra presented in the
next paragraphs, enables a precise setting of the laser parameters for the pulsed spectroscopic
experiments described in the next chapter.

5.4.1. S1=2 $ P1=2 cooling transition

Spectra of the S1=2 $ P1=2 transition are taken by slowly scanning the laser frequency across
the resonance, while the laser at 866 nm prevents optical pumping to the D3=2 level. Fig. 5.9
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Figure 5.9.: Excitation spectrum of a single ion at 397 nm in a magnetic �eld of 3.5 G. When
the detuning becomes positive, the ion is heated by the laser. The data set is
�tted by a Lorentzian (dashed line) with a full width at half maximum of 36
MHz. The inset shows the signal used for the calibration of the frequency axis.
For this purpose, the ion was excited by two laser beams that di�ered in frequency
by 160 MHz.

63



5. Ion storage

shows a typical example. The asymmetric line shape is explained by the fact that the tem-
perature of the ion depends on the detuning of the laser at 397 nm. As soon as it becomes
positive, the ion is heated by the laser. For a proper �t, a self-consistent solution to the
equations determining the line shape and the motional state of the ion would be required.
Here, the line shape is simply approximated by a Lorentzian with a FWHM of 36 MHz. The
measured width is close to the natural linewidth of 22 MHz when taking into account that
the S1=2 Zeeman levels are split by 9 MHz by a magnetic �eld of 3.3 G. The scaling of the
frequency axis was inferred from the spectrum reproduced in the inset of �g. 5.9. For that
purpose, the S1=2 $ P1=2 transition was excited twice by two counterpropagating beams that
di�ered in frequency by 160 MHz 6.

5.4.2. D3=2 $ P1=2 transition

When recording spectra of the D3=2 $ P1=2 transition, the laser at 397 nm is kept at a �xed
frequency, while the laser at 866 nm is scanned across the resonance. This is done by changing
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Figure 5.10.: Excitation spectrum at 866 nm. To the left of the resonance, coherent popula-
tion trapping in superpositions of the S1=2 and D3=2 levels reduces the excitation
rate to the P1=2 level. Solid line: Using the 8-level Bloch equations to produce a
�t to the data [101], a number of parameters can be determined: Detuning at 397
nm �397 = �25:5(9) MHz, saturation parameters S397 = 0:53(2), S866 = 4:2(3),
combined laser linewidth Æ = 430(50) kHz, magnetic �eld B = 4(0:7) Gauss,
\(�;B) = 86(10)

Æ.

6One of the Doppler cooling beams was chosen, the other one was the beam usually used for optical pumping

into the S1=2(m = �1=2) level. For the calibration of the frequency axis, it was linearly polarised and

detuned in frequency by adjusting the AOM to a di�erent order of di�raction.
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5.4. Excitation spectra

the frequency of its AOM. Compared with the cooling transition, spectra of the D3=2 $ P1=2
transition are much more easily interpreted because the in�uence of the laser at 866 nm on
the motional state of the ion is negligible as long as Raman e�ects occuring in the vicinity
of the point �866 = �397 are disregarded. Fig. 5.10 shows an excitation spectrum at 866
nm. The dips in the �uorescence curve to the left of the resonance indicate dark states where
population is trapped in a coherent superposition of the S1=2 and D3=2 levels whenever the
lasers have equal detunings with respect to the S1=2 $ P1=2 and D3=2 $ P1=2 transitions. This
peculiar line shape can be used to extract information about the detuning of the lasers, their
intensity and their combined linewidth (see �gure caption 5.10), by numerically solving the
Bloch equations to produce a �t to the data [101]. Close to a dark state, the density matrix
sensitively depends on the detuning of the lasers. In all later experiments, the experimental
di�culty of keeping the detuning of the blue laser �xed is avoided by setting the laser frequency
at 866 nm on, or several MHz above, resonance.

5.4.3. D5=2 $ P3=2 transition

For a spectroscopic investigation of the D5=2 $ P3=2 transition, the D5=2 level has to be
populated. Therefore, all lasers are switched on when the laser at 854 nm is scanned. The laser
at 729 nm induces quantum jumps in the �uorescence. If the excitation is strong enough, many
jumps occur within the 100 ms interval of �uorescence collection, so the mean �uorescence
rate is reduced to approximately half of the maximum value by the laser at 729 nm. As
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Figure 5.11.: Spectrum of the D5=2 $ P3=2 transition while the other lasers at 397, 866 and
729 nm are on. The laser at 854 nm depopulates the D5=2 that is populated
by the laser at 729 nm. The laser power is reduced to a value where, even on
resonance, the D5=2 level is not pumped out completely.
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5. Ion storage

can be seen in �g. 5.11, the laser at 854 nm restores the �uorescence when scanned across
the resonance. For this scan, the laser intensity was reduced so that even on resonance the
�uorescence was not completely restored, so that saturation broadening was avoided.

5.5. Optimisation of the laser parameters and the magnetic

�eld

Sideband cooling requires the motional state of the ion to be in the Lamb-Dicke regime. Thus,
the lasers at 397 and 866 nm have to be adjusted for optimum Doppler cooling. Experimen-
tally, this is done by de-saturating the laser powers and detuning the frequency of the cooling
laser towards longer wavelengths until the �uorescence has dropped to half the value emitted
on resonance. The repumping laser is blue-detuned by several MHz, thus avoiding coherent
population trapping. This setting yields a photon count rate of 10 kHz in the �uorescing
state, which allows one to discriminate between the ion being in the S1=2 or D5=2 level with
almost 100 % detection e�ciency after collecting the �uorescence for 5 ms or less. In principle,
the necessary detection time could be even halved by switching the frequency of the cooling
laser to resonance before state detection is done. The frequency of the repumping laser at
854 nm is set on resonance by maximising the �uorescence rate while the laser at 729 nm is
switched on. The same technique is utilised for optimising the (narrow) focus of the laser at
729 nm. For that purpose, the repumping laser partially pumps out the metastable state. A
drop in the photon scattering rate indicates an improved excitation rate to the D5=2 level. For
the sideband cooling experiments, the frequency of the repumping laser is not an important
parameter. While the task of pumping out the metastable level quickly can be accomplished
at any laser frequency that is less than 100 MHz away from resonance, the sideband cooling
e�ciency in principle slightly improves if the quenching laser is red-detuned. However, this
e�ect is extremely weak. Still, quenching the D5=2 level by red-detuning the laser from res-
onance (and using a higher laser power instead) might be bene�cial because of the reduced
dependence of the quenching rate on a change in laser frequency (cf. eq. (3.21)).

Magnetic �eld

For preparation of the ion in one of the Zeeman ground states, the direction of the magnetic
�eld has to be aligned with the direction of the circularly polarised laser at 397 nm. Three
magnetic �eld coils serve to generate an arbitrary magnetic �eld of up to 10 G at the position
of the ion. One of them produces the main contribution to the magnetic �eld, parallel to
the ��-polarised beam, the two others are used to compensate the transverse components of
the static ambient magnetic �eld. Compensation is set by using only the �-polarised beam
for Doppler cooling and adjusting the coil currents until the �uorescence signal vanishes.
The quality of the achieved optical pumping cannot be reliably judged by comparing the
�uorescence rate of �-polarised light with the rate achieved with linearly polarised light since
also the Doppler cooling is reduced in the former case so that the ion is likely to scatter less
photons7. Instead, a lower limit to the pumping e�ciency of 95% or better is inferred from

7A comparison of the �uorescence rates might yield valid results when done in a more elaborate scheme where

a cooling beam and a probe beam are used. The cooling beam would have to be switched o� for short time
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5.5. Optimisation of the laser parameters and the magnetic �eld

the transfer e�ciency of a �-pulse on the carrier of the S1=2 $ D5=2 transition.
For the magnetic �eld strength, a con�ict arises between the desire to use a strong magnetic

�eld for a wide splitting of the Zeeman components of the S1=2 $ D5=2 transition and the
demand of Doppler cooling the ion to a low vibrational quantum number. A �eld of 4 G splits
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Figure 5.12.: Structure of the S1=2 $ D5=2 transition as a function of the magnetic �eld.
Solid lines indicate the resonance frequencies of the carriers and the �rst mo-
tional sidebands �!y;�!z, dashed lines the weaker transitions corresponding
to the motional �!x;�(!y � !z) sidebands. This situation is encountered in
the experiments where one of the radial modes always only weakly couples to
the laser beam. The trap frequencies chosen for this example were (2.15, 2.24,
4.52) MHz. Occurrence of degenerate transition frequencies can be prevented by
proper choice of the magnetic �eld strength (for example B=3.6 G).

adjacent Zeeman levels of the metastable state by 6.6 MHz, which is more than the separation
of vibrational states. In the experiments, magnetic �elds typically ranged between 3 G and
5 G, the suitable value depending on the trap frequencies. Fig. 5.12 serves to illustrate
the problem. For given trap frequencies, magnetic �eld strengths have to be avoided that
give rise to degenerate resonance frequencies of spectral lines belonging to di�erent Zeeman
transitions. Such degeneracies would not only complicate quantum state engineering, but
also would reduce the number of sideband cooling cycles before optical pumping to the other
Zeeman S1=2 level occured (cf. section 3.2.2).

intervals so that the �uorescence could be probed by the other beam without changing the temperature

of the ion. By gating the �uorescence detection and averaging over many such experiments, the pumping

e�ciency could be inferred.
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6. Sideband cooling and coherent dynamics

on the S1=2$ D5=2 transition

This chapter presents the main experimental results of this thesis. These are the preparation
of the ion's motion in a pure quantum state by sideband cooling and �rst steps towards the
goal of `quantum state engineering' on an optical transition. Before experiments along these
lines are undertaken, a thorough understanding of the spectral structure of the quadrupole
transition is required. The laser frequencies necessary for excitation of the di�erent Zeeman
transitions and their motional sidebands are found by the spectroscopic investigations de-
scribed in section 6.1. Moreover, excitation of the quadrupole transition also o�ers a means
of assessing the ion's temperature after Doppler cooling. It turns out that Doppler cooling
-if done appropriately - reduces the vibrational quantum numbers to values between 2 and
15 in accordance with the theoretical predictions for a two-level atom. Starting from these
numbers, sideband cooling allows one to place the ion in the lowest quantum state with high
probability. Section 6.4 discusses the cooling results as well as the cooling dynamics. Heating
rates are measured by time-delayed temperature measurements after sideband cooling, and
are found to be comfortably low (190 ms/phonon at !z = 4:5 MHz). Therefore, heating
rates present no obstacle to the coherent manipulations of the ion's quantum state described
in section 6.5.1. In fact, it is the 1 ms coherence time that limits the maximum number of
operations. The �nal section is devoted to experimental shortcomings that limit the �delity
of the operations achieved so far.

6.1. Spectroscopy on the S1=2$ D5=2 transition

The general measurement scheme for investigating the S1=2 $ D5=2 transition has already
been described in section 3.4.4. For recording spectra of the quadrupole transition, the most
basic mode of pulsed spectroscopy is applied: After Doppler cooling the ion and preparing it in
the S1=2(m = �1=2) level, a laser pulse at 729 nm is applied to the ion and the quantum jump
technique is used to test whether the excitation was successful. The experiment is repeated a
hundred times before the laser frequency at 729 nm is stepped to a new value.

6.1.1. Spectrum of a single ion

A spectrum of the quadrupole transition is routinely recorded every time experiments are
done. To keep the recording time short, a pulse sequence of 5 ms duration is used. The laser
is scanned at full light power (120 mW at the ion) across the S1=2 $ D5=2 resonance with a
resolution of 20-30 kHz. The resulting spectrum is reproduced in �g. 6.1.
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Figure 6.1.: Spectrum of the S1=2 $ D5=2 transition of a single Ca+ ion. A magnetic �eld
of 4.1 Gauss spreads the spectrum over 40 MHz. Lines above mark the equidis-
tantly spaced carrier transitions (�carrier = 6:72 MHz) which are �anked by mo-
tional sidebands separated by the trap frequencies !y = 2:14 MHz and !z = 4:48

MHz. The spectrum illustrates a situation that is unfavourable for sideband cool-
ing and coherent manipulations since the separation �carrier of adjacent carriers
nearly equals the sum !y + !z of radial and axial trap frequencies. The absorp-
tion strength rapidly decreases with rising sideband index (see for example the
�(!y+!z) sideband) indicating a satisfactory Doppler cooling e�ciency. The �rst
micromotional sideband of the S1=2(m = �1=2)$ D5=2(m = �5=2) Zeeman com-
ponent is marked by the letter M. Also visible are its motional sidebands as well as
the -1st micromotional sideband (m) of the S1=2(m = �1=2)$ D5=2(m = +3=2)

component. For the recording of the spectrum, the polarisation and beam direc-
tion were set for optimum exication of the �m = �2 Zeeman components. The
laser detuning is given with respect to the S1=2 $ D5=2 resonance frequency in a
zero magnetic �eld.
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6.1. Spectroscopy on the S1=2 $ D5=2 transition

The S1=2 $ D5=2 transition frequency interpolated to zero magnetic �eld can be read o�
from the spectrum in terms of the AOM frequency (cf. �g. 4.11) as well as the magnetic �eld
strength at the position of the ion.

The sideband structure is more clearly resolved by recording only selected spectral lines
with a higher resolution. Fig. 6.2 shows the carrier of the S1=2(m = �1=2)$ D5=2(m = �5=2)
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Figure 6.2.: Sideband spectrum of the S1=2(m = �1=2) $ D5=2(m = �5=2) Zeeman compo-
nent. (c) Carrier transition. (b+d) Radial sidebands (!y = 926 kHz, !x = 971

kHz). The x-oscillator couples to the laser only weakly. (a+e) Axial sidebands
(!z = 1772 kHz). The carrier transition was recorded at lower laser power.

Zeeman component together with the �rst order motional sidebands. For the recording of the
carrier, the intensity of the excitation pulse had to be reduced. While the absorption on the
!y and !z lines is about equal, it is noticeably reduced on the !x lines. This is due to a
small overlap of the beam direction of the exciting laser with the x-oscillator, resulting in
a much smaller Lamb-Dicke parameter. The laser essentially interacts only with the y- and
z-oscillators. This situation is advantageous when either the y- or the z-oscillator is excited
because in that case the laser appears to interact with a particle trapped in a two-dimensional
potential. The in�uence of the vibrational state distribution in the third dimension on the y-
or z-coupling strength is negligible. A similar situation is encountered when the other laser
beam at 729 nm (cf. �g. 4.4) is used, with the roles of the x- and y-oscillators interchanged.
If not otherwise noted, the laser beam that couples to the y- and z-oscillators is used for the
experiments.
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6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

High-resolution scans of single spectral lines are interesting for several reasons. One motive
for recording narrow spectral lines is in order to measure the drift of the laser frequency in
time which is done by determining the centre frequency of a resonance line several times in
the course of an hour (see �g. 4.11). In order to automatically compensate for the drift by
changing the AOM frequency in time, the drift has to be known with an uncertainty of 1
Hz/s.

The linewidth of a narrow spectral line sets an upper bound to the linewidth of the exciting
laser and allows an estimate of the short-term stability of the magnetic �eld and the trap
frequency.

Fig. 6.3 is a recording of the S1=2(m = �1=2)$ D5=2(m = �5=2) carrier transition, done
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Figure 6.3.: High-resolution scan of the S1=2(m = �1=2) $ D5=2(m = �5=2) carrier transi-
tion. For recording of a narrow line, a long excitation time � was used (� = 1 ms)
and the transition was de-saturated by reducing the laser power to P729 = 0:4 �W.

with an excitation time of 1 ms and a light power of less than 0:5�W. The timing of the
excitation was synchronised to the phase of the power line in order to avoid line-broadening due
to magnetic �eld �uctuations at 50 Hz. Typically, minimum linewidths of 2 kHz are measured,
thus establishing an upper bound of 2 kHz to the laser linewidth. If the experiments are
not carried out line-synchronously, magnetic �eld �uctuations at 50 Hz limit the S1=2(m =

�1=2) $ D5=2(m = �5=2) linewidth to 10 kHz. These periodic �eld variations can be
mapped in the line-synchronous mode by measuring the resonance frequency as a function of
the power line phase. As is shown in �g. 6.4, the �eld changes by as much as 0.6 �T, causing
the resonance to shift by 17 kHz. It was checked that the magnetic �eld coils do not contribute
to magnetic �eld noise. Periodic �uctuations of the magnetic �elds also occur at frequencies
in the range of 50 - 500 Hz that are no multiples of the line frequency. Measurements with a
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Figure 6.4.: Change of S1=2(m = �1=2) $ D5=2(m = �5=2) carrier frequency as a function
of excitation pulse timing. The timing is referenced to the phase of the power
line. The peak di�erence of 17 kHz corresponds to a change in the magnetic �eld
of 0.6 �T. The periodicity of the phenomenon is emphasised by the dashed line.

�ux-gate magnetometer1 yielded �eld amplitude variations of up to 0.1 �T. These magnetic
�eld �uctuations could be noticeably reduced only by a �-metal shield. However, the present
setup is not well suited for easy screening. No screening is used in the present experiments,
but attention is paid so as not to increase �eld �uctuations by inadvertently putting up
(switching) power supplies close to the trap. Attempts to actively compensate for changes in
the �eld proved to be unsuccessful owing to the di�culty of measuring the �eld that is to be
compensated.

However, the minimum linewidth observed in the experiments is not caused predominantly
by changes in the magnetic �eld. Other line-broadening mechanisms will be discussed in more
detail in section 6.6.

6.1.2. Ramsey resonance experiments

Line-synchronous magnetic �eld �uctuations shift the S1=2(m = �1=2) $ D5=2(m = �5=2)
resonance frequency by as much as 2 kHz per millisecond. If the transition is coherently
excited, with the excitation time being long, a shift of the resonance frequency during the
excitation complicates the spectral line shape. Ramsey resonance experiments [102] o�er the
prospect of providing information about decoherence mechanisms without being signi�cantly

1FLC 100, S. Mayer Meÿgeräte.
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Figure 6.5.: Carrier transition excited by a pulse of 20 �s duration. The Rabi frequency is

 = (2�) 60 kHz.
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Figure 6.6.: Ramsey resonance experiment. Two �=2-pulses with a duration of 25 �s were
applied. The pulse separation time was 200 �s. The solid curve is obtained
by numerically computing the time evolution of the density matrix. It matches
the experimental data optimally for a decay rate 
 = (2�) 2:5 kHz and a Rabi
frequency 
 = (2�) 10:9 kHz which means that the �=2-pulse time was chosen a
little bit too long. The decay is assumed to be purely transversal.
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6.1. Spectroscopy on the S1=2 $ D5=2 transition

a�ected by these deterministic but only imprecisely known shifts. Instead of using a long weak
single pulse, we excite the transition by two strong �=2-pulses separated by a delay time � .
The single pulses have a high Rabi frequency and are, therefore, not a�ected by small changes
in resonance frequency. Their Rabi frequency and the pulse length determine the envelope of
the line shape while the pulse separation sets the fringe contrast. Fig. 6.5 shows a single short
pulse, though not a �=2- but rather a 2:4�-pulse. The outcome of a Ramsey-type excitation
is displayed in �g. 6.6. In this experiment, the transition was excited by two 25 �s pulses
separated in time by 200 �s. A decay rate of 2.5 kHz is deduced from the agreement between
the data and a �t produced by numerically solving the time evolution of the density matrix
with the decay rate and the Rabi frequency as adjustable parameters. The decay rate was
assumed to be purely transversal, i.e. caused by �uctuations of the laser phase, the magnetic
�eld etc..

6.1.3. Two-ion spectra

Spectra of the quadrupole transition have also been recorded by exciting a two-ion crystal.
Fig. 6.7 shows that, in this case, the �uorescence signal is a three-valued signal and two
thresholds have to be set to discriminate between the di�erent outcomes of the experiment
(0,1,2 ions �uorescing). The structure of two-ion spectra is noticeably more complicated than
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Figure 6.7.: Fluorescence histograms of a two-ion crystal excited on the quadrupole transition.
Dashed lines indicate the thresholds used for �uorescence discrimination. At the
time of the recording of this histogram, a misalignment of the AOM used for
switching the laser at 854 nm prevented a perfect switching-o� of the repumping
light, causing a shortening of the D5=2-lifetime. Evidence for the reduced lifetime
(100 ms) can be seen in the region of the lower threshold. Those counts result from
a decay of the non-�uorescing state during the detection time (cf. appendix A.2.2).
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6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

spectra recorded with a single ion as can be seen in �g. 6.8. There are now six di�erent
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Figure 6.8.: Two-ion spectrum: S1=2(m = �1=2)$ D5=2(m = �5=2) transition and motional

sidebands. The !y, !z,
p
3!y and [!2x � !2y]

1=2-sidebands are clearly visible. The

!x-sidebands are occluded by the !y-sidebands. The [!2z � !2y]
1=2-mode is either

not excited by the laser or unresolved from the
p
3!y-sideband. Numbered circles

denote second order motional sidebands. (1) 2!y. (2) !z � !y. (3)
p
3!y � !y.

(4) !z �
p
3!y. Spectral lines that are not symmetric with respect to the carrier

belong to a di�erent Zeeman transition. (m) indicates the -1st micromotional
sideband of the S1=2(m = �1=2)$ D5=2(m = +1=2) transition.

normal modes instead of three, and the number of second motional sideband frequencies
nearly quadruples. In addition, the spectrum acquires micromotional sidebands since the
Coulomb repulsion shifts the ions out of the RF zero-point. In �g. 6.8, motional sidebands of
the S1=2(m = �1=2)$ D5=2(m = �5=2) transition are identi�ed by their symmetric spacing
with respect to the carrier transitions. Four out of six normal modes show up in the spectrum.
The resolution of the scan was not high enough to clearly resolve the radial centre-of-mass
frequencies. Probably the

p
3!y-mode (`stretch mode') and the [!2z � !2y]

1=2-mode are also
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6.1. Spectroscopy on the S1=2 $ D5=2 transition

too close in frequency to be individually resolved2. As a result of e�cient Doppler cooling,
the second motional sidebands have a much lower coupling strength. Finally, a number of
spectral lines are visible that belong to other Zeeman transitions. Similar spectra are obtained
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Figure 6.9.: Spectrum of a 40Ca+ and an impurity ion. The S1=2(m = �1=2) $ D5=2(m =

�5=2) transition and its motional sidebands are displayed. The frequencies of the
motional sidebands (292; 1028; 1080; 1608; 1794; 1985 kHz) suggest that the
dark ion had a mass m= 43-44 u.

in the case of a two-ion crystal composed of a 40Ca+ ion and an impurity ion, the sideband
frequencies depending on the dark ion's mass. From the motional sideband distribution of the
spectrum of �g. 6.9, it appears likely that the dark ion had a mass of either 43 or 44 u.

2In a trap where the axial frequency coincides with the doubled radial frequency, the mode frequencies are

degenerate.
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6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

6.1.4. Ac-Stark shifts

It should be noted that the resonance frequency of a spectral line is dependent on the intensity
of the laser due to non-resonant excitations on other spectral lines. Therefore, normal mode
frequencies can be precisely inferred from the S1=2 $ D5=2 spectra only at low light intensities.
Frequency shifts of up to 50 kHz have been observed. Experimental evidence for ac-Stark shifts
will be given in section 6.5.1.

6.2. Coherent dynamics after Doppler cooling

Once carrier and sideband frequencies have been measured, more information is gained by
varying the length of the exciting pulse instead of its frequency. After Doppler cooling, the time
evolution of the excited state population di�ers notably on the carrier and on the �rst sideband
as can be seen from �g. 6.10 and �g. 6.11. On the carrier, the ion oscillates periodically between
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Figure 6.10.: Rabi oscillations on the carrier for a thermal motional state. The damping is
caused by the weak dependance of the Rabi frequencies on the motional state.
Each point represents 400 experiments.

the ground state and the excited state. The loss of contrast is attributable to a dephasing of
the Rabi oscillations of populations in di�erent vibrational states (cf. eq. (3.24)).

Excitation on the motional sideband yields a completely di�erent time evolution. No Rabi
oscillations are observed on the �rst motional sideband as long as the population is spread
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6.3. Temperature measurements after Doppler cooling

over a range of levels whose Rabi frequencies di�er signi�cantly. Instead, the signal is strongly
damped and quickly settles to a steady state. The solid curve is a �t assuming a thermal
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Figure 6.11.: Rabi oscillations of a thermal state with �n = 18 on the upper motional (ra-
dial) sideband (
0;0=(2�) = 250 kHz, � = 0:07). Each point represents 400
experiments.

distribution where the mean vibrational quantum number �n and the detuning � have been
adjusted to match the data. From the �t, a mean vibrational quantum number of �n = 18 is
inferred.

6.3. Temperature measurements after Doppler cooling

Sideband cooling can be sucessfully applied only if a su�ciently low temperature is achieved
after Doppler cooling. In the following paragraphs, di�erent methods for evaluating the e�-
ciency of Doppler cooling are discussed.

Carrier excitation

A convenient tool for optimising Doppler cooling is provided by the damping rate of Rabi
oscillations on the carrier transition. In our experiments, the damping rate was minimised
by appropriately setting the detuning and the intensity of the cooling lasers, as well as the
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6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

relative intensities of the two beams needed for cooling. The loss of contrast of Rabi oscillations
on the carrier transition is governed by an e�ective mean vibrational quantum number n̂ =P

�2k�nk that depends on the mean occupation of all oscillators interacting with the laser
beam (cf. appendix A.1). A high value of n̂ results in a fast relaxation of the oscillation.
Quantitative temperature measurements by determining n̂ are possible only after cooling all
but one oscillator to the motional ground state. Besides, the Lamb-Dicke parameter has to be
known. As an example, �g. 6.20 shows Rabi oscillations on the axial sideband after sideband
cooling. The loss of contrast is caused by the thermally distributed radial y-oscillator with
�ny = 10.

Sideband excitation

If the laser excites the �rst motional sideband, then observation of the time evolution pD(t)

of the internal atomic state population o�ers the possibility to measure the mean occupation
numbers of the oscillators individually, provided the Lamb-Dicke factor is known, since in the
Lamb-Dicke regime, pD(t) is a function of �2�n. An example is provided by �g. 6.11 where a
mean vibrational quantum number of �n = 18 was inferred from the shape of the excitation
curve.

Comparison of excitation strengths

Other kinds of temperature measurements rely on a comparison of the excitation strengths at
di�erent laser frequencies. For example, if the �rst motional sideband and the carrier transition
are incoherently excited with unsaturating laser power, the mean occupation number is related
to the absorption strengths by �n = psidebandD =(pcarrierD �2). Again, knowledge of the Lamb-Dicke
parameter is required.

Yet another technique relates the mean vibrational quantum number to the occupation
probability of the lowest oscillator state. This is done by a comparison of the absorption
probabilities on the lower and upper motional sideband (see section 3.3.3). However, this
method is useful only if �n � 2. At higher temperatures, a measurement on the second
motional sidebands gives better results because it is sensitive to the population in the two
lowest oscillator states. Fig. 6.12 illustrates the technique. From the absorption on the
second lower and upper motional sidebands, it can be inferred that the axial oscillator at
!z = (2�) 1740 kHz was cooled to a mixture of state with �n = 5:3 (1:0).

Doppler cooling results

All methods described above were applied in the experiments to judge the Doppler cooling
e�ciency. Normally, a vibrational occupation ranging between the Doppler limit and two
times its value was observed after cooling had been optimised. The lowest value ever achieved
was �nz = 2:5 at a trap frequency !z = (2�) 4:5 MHz, in accordance with the Doppler limit
nDoppler = 2:4. Sub-Doppler temperatures [104] were never observed.

On the contrary, Doppler cooling sometimes resulted in temperatures far above the
theoretical cooling limit. It was found that Doppler cooling critically depended on the ratio
of the intensities of the beams at 397 nm (remember that two cooling beams are required
for the setup described here). Certain intensity ratios resulted in non-thermally distributed
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Figure 6.12.: Second axial sidebands (!z = (2�) 1740 kHz) after Doppler cooling. An asym-
metry in the sideband strengths x = pD(�2!)=pD(2!) = 0:7 is clearly visible,
giving a mean vibrational number �n = x1=2=(1� x1=2) = 5:3 (1:0) [103].

states of vibration with mean values far above the Doppler limit. Evidence of this behaviour
is presented in �g. 6.13. The time evolution of the atomic state on the carrier and on the �rst
sideband is totally di�erent from the usual evolution. While the oscillations on the carrier
are rapidly damped, the sidebands exhibit fast and only weakly damped oscillations. This
is possible only if the coupling strengths on the sideband are high and nearly equal for all
populated oscillator states. The observed time evolution can be explained by assuming that
the oscillator states have a distribution that is close to a Gaussian centred around �n = 210 with
a half width h(�n�n)2i1=2 = 130 (see �g. 6.13 (d) and (e)). Furthermore, it has been found that
the mean vibrational quantum number di�ered considerably for the radial oscillators. This
conclusion rests on the observation that high contrast Rabi oscillations could be observed on
the carrier when using one of the beams at 729 nm (sensitive to motion in the y- and z- mode)
while excitation with the other beam (which coupled mainly to the x- and z-mode) led to a
strongly damped Rabi oscillation signal.

To clarify the importance of the intensity and polarisation of the cooling laser beams for
the cooling results, all cooling beam directions were equipped with half-wave plates so that
the polarisation could be freely chosen. For a Doppler cooling con�guration where two beams
at 397 nm of equal intensity were used, the polarisations of both beams were systematically

81



6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

0 5 10 15 20 25
0

0.5

1

(b)

Time (µs)

D
5/

2 s
ta

te
 p

op
ul

at
io

n
0 1 2 3 4 5

0

0.5

1

(a)

Time (µs)
D

5/
2 s

ta
te

 p
op

ul
at

io
n

0 1 2 3 4 5
0

0.5

1

(c)

Time (µs)

D
5/

2 s
ta

te
 p

op
ul

at
io

n
0 200 400 600 800

0

0.5

1

(d)

n

0 200 400 600 800
0

1

2

3

(e)

n
a.

u.

Figure 6.13.: Time evolution of the atomic state on the carrier (a) and the �rst (b) and second
(c) motional sidebands after imperfect Doppler cooling. (d) shows the coupling
strength of carrier and sidebands as a function of the vibrational quantum num-
ber in units of 
0;0. (e) displays a distribution of states that closely reproduces
the observed data. See text for further details.

varied and an e�ective vibrational quantum number was determined for the axial and one
of the radial oscillators by measuring the loss of contrast of Rabi oscillations. By varying
the polarisation of one of the beams, the mean quantum number could be changed between
values of 15 and 250. The cooling results seemed to be independent of the relative polarisation
of both cooling beams, so e�ects associated with standing waves play no role in the cooling
process. Also, the polarisation of the repumping laser has no e�ect on the �nal vibrational
state. For the experiments described in the remaining part of this chapter, a Doppler cooling
con�guration was chosen that resulted in mean vibrational quantum numbers close to the
Doppler cooling limit for all three oscillators.

6.4. Sideband cooling experiments

After Doppler cooling the ion into the Lamb-Dicke regime, it can be put into a pure state (the
hni = 0 state) by sideband cooling. The experimentally achieved �delity of this process is
discussed in the following section. A detailed account of the cooling results and the dynamics
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6.4. Sideband cooling experiments

of the cooling process is given. The period of time that the ion spends in the motional
ground state in the absence of laser cooling is an important parameter in experiments aiming
at coherent quantum state manipulations. Most of those experiments [64, 103] have been
plagued by unexpectedly high motional heating rates. In our experiments, it is found that
the observed motional heating rates present no obstacle to coherent manipulations. Heating
occurs on a time scale that is long compared with the overall coherence time which is limited
by other causes.

6.4.1. Sideband cooling results

The pulse sequence used for the Doppler cooling experiments is expanded by a sideband
cooling step that puts the ion into the motional ground state of one or several oscillators.
For this purpose, the cooling laser at 729 nm is tuned to one of the lower motional sidebands
while at the same time the lifetime of the metastable level is quenched by the laser at 854 nm.
The sideband is typically excited for several milliseconds at a Rabi frequency 
0;1 of a few
kilohertz. At the end of the sideband cooling step, population in the D5=2 level is transferred
to the S1=2 level by the 854 nm repumping laser, and a short laser pulse of ��-polarised light
at 397 nm ensures that no population remains in the S1=2(m = +1=2) level.

The ground state occupation is determined by probing sideband absorption on the lower
and upper motional sidebands immediately after the cooling pulse (see Eq. 3.23). To obtain
optimum cooling results, the cooling laser power had to be reduced from its maximum value
(
0;1 = 50 kHz). The intensity of the quenching laser was optimised by minimising absorption
on the lower motional sideband.

Sideband absorption spectra are shown in �g. 6.14 and 6.15.3 In the upper �gure, the radial
y-oscillator at !y = (2�) 926 kHz was cooled to the ground state with 75 % probability, as can
be inferred from the asymmetries of its sidebands, while the radial x-oscillator remained in a
thermal state. The lower �gure shows sideband cooling of the axial oscillator at a frequency
of !z = (2�) 4:51 MHz. Here, the red sideband disappears completely after sideband cooling.
The ground state occupation of p0 = 99:9% is the best ever measured in our experiments.
Sideband cooling results generally improve at high trap frequencies. A ground state occupation
of up to 98% of the radial y-mode was achieved at !y = 2:0 MHz, while no more than 90%
were transferred to the ground state at !y = 920 kHz. At !y = 700 kHz, the ground state
occupation was only 85%.

Several causes eventually contribute to the reduced cooling e�ciency. Firstly, the initial
distribution of motional states is broader, as Doppler cooling is less e�cient at low frequencies
since �nDoppler / !�1. Secondly, the Lamb-Dicke parameter is also inversely proportional to
the trap frequency. Therefore, the Lamb-Dicke criterion is less strictly satis�ed. However, the
observed cooling limits are orders of magnitude higher than predictions based on theoretical
models [76] (see also Eq. 3.20). Although lower than expected ground state occupation is
partly due to motional heating of the ion (cf. subsection 6.4.3) during the detection time, it
cannot fully account for the discrepancy between measured and expected results. For example,
the dependence of cooling results on the intensity of the cooling laser must obviously have

3In these experiments, sideband cooling has been performed on the S1=2(m = +1=2) $ D5=2(m = +5=2)

transition, unlike most other experiments described in this thesis, where the S1=2(m = �1=2)$ D5=2(m =

�5=2) transition has been used.
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Figure 6.14.: Sideband absorption spectrum on the S1=2(m = +1=2) $ D5=2(m = +5=2)

transition after sideband cooling of the radial y-oscillator. The frequency is
centered around (a) red and (b) blue sidebands at !y = (2�) 926 kHz and
!y = (2�) 965 kHz. Comparison of the sideband heights yields a 75% ground
state occupation for the radial y-mode. The radial x-mode remains uncooled.
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Figure 6.15.: Sideband absorption spectrum on the S1=2(m = +1=2) $ D5=2(m = +5=2)

transition after sideband cooling (full circles). The frequency is centered around
(a) red and (b) blue sidebands at !z = (2�) 4:51 MHz. Open circles in (a) show
the red sideband after Doppler cooling.

84
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another reason.
The feasibility of cooling mixed states with high mean vibrational quantum number has

not been systematically investigated. In one case, it was found that a state distribution with
�ny � 80 could be cooled to the ground state with approximately 90% probability within
several milliseconds. In that case, the Lamb-Dicke parameter was �y = 0:045, so that the
condition �2y�ny = 0:2� 1 was still satis�ed.

If more than just one vibrational mode is to be cooled to the ground state, the cooling laser
has to be cycled between the lower motional sidebands of the modes that should be cooled.
The radial y-mode and the axial mode were simultaneously cooled to the ground state within
8 ms by tuning the laser to one of the sidebands for 200 �s, then switching the laser frequency
to the other sideband for 200 �s, and so on. This procedure is more e�cient than successively
cooling �rst one and then the other mode because it avoids re-heating of the mode that was
cooled �rst.

In order to cool all three vibrational modes of a single ion to the ground state, a second
cooling beam has to be used in our setup to allow for cooling of the radial x-mode. Given
a radial mode splitting of 50 kHz (!y = 1140; !x = 1190; !z = 2200 kHz) it is possible to
cool both radial modes without changing the frequency of the cooling laser. Using a scheme
similar to the one described above and a total cooling time of 6 ms, the pure motional state
nx = ny = nz = 0 was realised with a probability slightly higher than 60%. This result
could certainly be improved by enhancing the Doppler precooling so that the population in
all motional modes is close to the Doppler limit. Increasing the cooling time, using a third
cooling frequency and working at higher trap frequencies would also surely improve the result
further.

6.4.2. Cooling dynamics

The cooling dynamics from the Doppler limit into the �nal state is studied by varying the
cooling time �cool between zero and a maximum value, and determining the resulting ground
state occupation from sideband absorption measurements. Fig. 6.16 shows hni as a function
of �cool. We �nd that initially hni decreases rapidly, then it tends towards its �nite �nal value.
The decay constant, or cooling rate, determined by the data is 5 ms�1. Taking into account
our experimental parameters, both this value and the exponential behaviour are consistent
with the expected 3-level dynamics during the sideband cooling process. The �nite cooling
limit is determined mainly by non-resonant excitation of the ion out of the ground state and
heating in the subsequent spontaneous emission, and by heating out of the ground state during
the detection process.

6.4.3. Heating rate measurements

In order to investigate motional decoherence of the system after sideband cooling, the system
is left alone for a certain delay time t and is just interacting with the environment, i.e. with the
surrounding electrodes and any possible perturbation acting on the motion of the ions. Then
its mean vibrational quantum number is inferred from a measurement of the ground state
population, assuming that the resulting state is thermal. The result of such a measurement is
shown in �g. 6.17, where hnzi is plotted as a function of the delay time t, yielding a heating
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Figure 6.16.: Cooling dynamics: Mean phonon number vs. cooling pulse length deduced by
sideband absorption measurements. The solid line assumes an initial exponential
decay with 5 ms�1 decay constant. The dashed line indicates the detection limit
set by o�-resonant excitation to the D level.
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Figure 6.17.: Heating rate measurements for the axial and radial vibrational modes at 4 MHz
and 1.9 MHz, respectively. Heating rates are 1 phonon in 190 ms for the axial
and 1 phonon in 70 ms for the radial mode.
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rate of dhni=dt = 0:0053 ms�1 (i.e. 1 phonon in 190 ms) at a trap frequency of !z = (2�) 4

MHz. For the radial y direction the heating rate was determined to be 1 phonon per 70 ms at
!y = (2�) 1:9 MHz. The coherence time seems to be limited to approximately 1 ms by other
mechanisms in the present setup (see section 6.6). Therefore, no substantial heating occurs
within the time available for quantum state manipulations, in contrast to many experiments
done by the ion trapping group in Boulder where heating rates of several quanta per millisecond
were often observed. Heating is caused by �uctuating electric �elds that couple to the ion's
charge. However, the origin of these �elds is currently under debate. For example, models
that attribute the heating to �uctuations in the trap parameters or to Johnson noise in the
trap electrodes are unable to account for experimentally observed heating rates [105�108].
Another possible source of electric �eld noise are �uctuating patch �elds on the trap electrode
surfaces [64, 103]. It might be possible to rule out some models by experimentally determining
scaling laws that relate the observed heating rate to parameters that enter the model (i.e the
secular frequency, the characteristic trap size and so on). Unfortunately, this approach is
rendered di�cult by the fact that many parameters can be changed only by opening the
vacuum system and replacing the ion trap by a new one. From a comparison of all sideband
cooling experiments existing to date, it seems that the heating rate strongly scales with the
trap size. This �nding is also supported by the experiment described here. Its trap size is one
of the largest used for sideband cooling while the heating rates are among the smallest so far
measured.

Prior to the measurements shown in �g. 6.17, much higher heating rates at 1.7 and 2 MHz
were observed (one quantum per 4 millisecond) and found to be caused by a malfunctioning
TTL logic chip close to the ion trap that emitted a broad noise spectrum centered around 2
MHz. A measurement at 1.1 MHz yielding a rate of one quantum per 12 ms might also have
been a�ected by that noise source and cannot be compared to the results measured at higher
frequencies after removing the corrupted chip.

6.4.4. Sideband cooling of two ions

Sideband cooling of one of the normal modes of a two-ion crystal proceeds completely analo-
gously to the case of a single ion. The cooling laser is tuned to the lower motional sideband of
the mode to be cooled and, by probing the absorption on the lower and upper motional side-
band, the ground state probability is measured. Fig. 6.18 displays sideband cooling results for
the cooling of the radial (y) and axial center-of-mass modes as well as the stretch mode. For
the axial COM mode at !z = 4:44 MHz, more than 98% ground state occupation is achieved.
The stretch mode oscillator, having a frequency !y

p
3 = 3:66 MHz, is cooled to the ground

state with more than 96% probability and the ground state occupation of the radial COM
mode (!y = 2:1 MHz) is approximately 96%. These results were obtained in three consecutive
experiments.
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Figure 6.18.: Sideband cooling of several modes of a two-ion crystal. Shown are the lower and
upper motional sidebands of (a) the axial mode (!z = 4:44 MHz), (b) the stretch
mode (!y

p
3 = 3:66 MHz) and (c) the radial mode !y = 2:1 MHz. Ground state

occupations after one-dimensional sideband cooling are hp0iz � 98%, hp0iyp3 �
96% and hp0iy � 96%, respectively.

6.5. Coherent dynamics after sideband cooling

6.5.1. Rabi oscillations

After sideband cooling the ion to the ground state, Rabi oscillations are not only observed when
exciting the transition on the carrier but also on the upper sidebands. Rabi oscillations on the
carrier and the radial-y sideband have been excited in �g. 6.19 after preparing the y-mode in
the lowest oscillator state. The contrast of the oscillations is notably higher than in �g. 6.10
since now only the z-oscillator is in a thermal state causing a reduction in contrast. The
radial-y sideband is excited at only a fortieth of the laser intensity used for carrier excitation
in order to avoid non-resonant carrier excitation (cf. subsection 6.5.2). By comparing the
Rabi frequencies on the carrier and on the sideband, the Lamb-Dicke factor can be calculated
(i.e. the angle � between the k-vector of the laser and the direction of oscillation). From
the data in �g. 6.19, a Lamb-Dicke factor of �y = 0:045 is calculated for a trap frequency
!y = (2�) 1850 kHz, corresponding to an angle � = 52

Æ.
If ground state cooling is less e�cient, excitation on the blue sideband results in a more
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Figure 6.19.: Rabi oscillations on the carrier (a) and on the upper motional sideband of
the radial y-mode (!y = (2�)1850 kHz) (b) after sideband cooling. While the
carrier was excited at full light intensity, the intensity was reduced by a factor
of 40 for (b) in order to avoid non-resonant excitation on the carrier transition.
The Lamb-Dicke factor �y=0.045 can be deduced from the ratio of the Rabi
frequencies and is found to agree with the expected value for an angle of 52Æ.

complicated evolution of the excited state population pD(t). An example is shown in �g. 6.20
where the Rabi oscillations appear to be amplitude-modulated. This kind of signal is expected
from a distribution where the ion is in the ground state with 90% probability and in the second
lowest vibrational state in 10% of the cases4. The overall loss of contrast again results from
the thermally distributed other oscillator.

6.5.2. Non-resonant excitations

When the S1=2 $ D5=2 transition is excited on the sideband at high laser power, the transfer
e�ciency to the excited state is a�ected by non-resonant excitation of the carrier transi-
tion. If the Rabi frequency on the carrier transition is no longer small compared with the
trap frequency, a signi�cant amount of the population is transferred to the excited state
without any change in the vibrational quantum number. The data shown in �g. 6.21 were

4Since the ratio of Rabi frequencies in the two lowest vibrational states is 
2;1=
1;0 =
p
2 � 3=2, the second

minimum of pD(t) is less pronounced than the following one.

89



6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

0 50 100 150 200 250 300 350 400
0

0.2

0.4

0.6

0.8

1

Time (µs)

D
5/

2 s
ta

te
 p

op
ul

at
io

n

Figure 6.20.: Rabi oscillations on the axial sideband after sideband cooling. The loss of
contrast is caused by the thermally distributed radial y-oscillator. The beat
signal arises from the di�erence in Rabi frequencies of the jn = 0i and jn = 1i
populations. From the �t, mean vibrational quantum numbers of �ny = 10 and
�nz = 0:1 are inferred. Each data point represents the average of 400 experiments.

recorded by preparing the ion in the ground state of the y-mode (!y = (2�) 1850 kHz) and
subsequently exciting the upper motional y-sideband at full laser power resulting in a Rabi
frequency 
0;0 = (2�) 1090 kHz on the carrier and 
1;0 = (2�) 48 kHz on the sideband.
The laser was red-detuned from the sideband resonance by Æexp = (2�) 250 kHz in order to
compensate for light shifts caused by excitation of the carrier transition and of the dipole
transitions D5=2 $ P3=2, S1=2 $ P1=2 and S1=2 $ P3=2. The non-resonant carrier excitation
is clearly visible on top of the sideband excitation signal. The experimental data can be �tted
by numerically solving the Schrödinger equation in the truncated basis of the 4-level system
consisting of the jS1=2; n = 0i, jD5=2; n = 0i, jS1=2; n = 1i and jD5=2; n = 1i states. Three
parameters enter the calculation that were independently measured: The Rabi frequency on
the carrier transition, the Lamb-Dicke parameter �y and the trap frequency. The detuning
of the exciting laser �eld is varied for optimum contrast, and a good agreement between the
data and the numerical simulation (lower plot: dashed line) is found for a laser detuning
Æth = (2�) 375 kHz. The discrepancy of 125 kHz between Æth and the experimentally observed
value is attributed to light shifts due to the dipole transitions. Exactly the same di�erence
was noted for sideband excitation at Æexp = 0 kHz at the same laser power. This interpretation
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Figure 6.21.: Rabi oscillations on the blue radial-y sideband (!y = (2�) 1850 kHz) at full
laser excitation power 
 = (2�) 1090 kHz. On top of the Rabi oscillations at

1;0 = (2�) 48 kHz a small and fast oscillation appears that is caused by non-
resonant excitation of the carrier transition. The lower plot shows the beginning
of the sideband oscillations. Here, each data point represents 500 individual
experiments. See text for a detailed description of the numerical simulations.

is con�rmed by a theoretical estimation of the expected light shift due to dipole transitions
giving a value of approximately 100 kHz.

Unfortunately, a closer look at the light shift caused by non-resonant S1=2 $ D5=2 exci-
tation reveals that it is not constant, but depends on the vibrational quantum numbers of
the other oscillator modes. The carrier transition strength decreases with increasing axial
vibrational number and induces a light shift given by (cf. eq. (3.12))

Æ(z)n = �


2
n;n

2!y
� � 


2

2!y
(1� 2�2znz) ;

(if 
� !y) so that for a thermal distribution the standard deviation of the light shift is given
by

[h(Æ(z)n � hÆ(z)n i)2i]1=2 � (�z
)
2

!y
[h(nz � hnzi)2i]1=2 �

(�z
)
2

!y
�nz : (6.1)

The other radial (x) mode in�uences the transition frequency of the radial (y) mode by
a di�erent mechanism. In spite of the small Lamb-Dicke parameter it induces a light shift
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6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

because of the near degeneracy of the radial transition frequencies (Æx � Æy = (2�) 75 kHz at
!y = (2�) 1925 kHz). Therefore, the sideband transition shifts the (y) resonance frequency
by

Æ(x)n =
(�x
)

2

2(!x � !y)
nx ;

and the spread of the light shifts is again proportional to the mean occupation number :

[h(Æ(x)n � hÆ(x)n i)2i]1=2 � (�x
)
2

2(!x � !y)
hnxi : (6.2)

Each vibrational quantum in the (z) mode shifts the jS1=2; nx; 0y; nzi $ jD5=2; nx; 1y; nzi res-
onance frequency by (2�) 1:0 kHz. Similarly, the (x) mode causes a shift of (2�) 0:8 kHz per
vibrational quantum if �x = 0:01.

To model this situation, the Schrödinger equation is solved for di�erent x-oscillator occu-
pations and the results are averaged over a thermal distribution. The observed experimental
data are in fairly good agreement with the numerical simulation (solid line in �g. 6.21) if a
20 kHz spread in light shifts is assumed. Such a spread could result from a mean vibrational
quantum number of �nx = 25 and �x = 0:01.

6.5.3. Generation of Fock states

The detrimental e�ect of light shifts on the contrast of Rabi oscillations can be kept low by
exciting the ion on the blue axial sideband after cooling the axial oscillator as well as the
radial (y) oscillator to the ground state. This scheme allows recording of high contrast Rabi
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Figure 6.22.: Rabi �opping dynamics of an ion initially prepared in the (a) jn = 0i and (b)
jn = 1i Fock state. The ratio of the Rabi frequencies 
2;1=
1;0 � 1:43 is close
to the expected value of

p
2. See text for the preparation of the initial states.

oscillations. In �g. 6.22 (a), the Rabi �opping behavior is shown where the ion was initially
in the jS1=2; nz = 0i state. This scan was recorded at a trap frequency of !z = (2�) 1700
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6.5. Coherent dynamics after sideband cooling

kHz. The lower trace (b) shows the D5=2 occupation for a given interaction time � on the
blue sideband transition where the ion was initially prepared in the jnz = 1i Fock state.
For the preparation of the jS1=2; nz = 1i state, the ion is cooled to the jS1=2; nz = 0i state
before a � - pulse is applied on the axial blue sideband and followed by an optical pumping
pulse at 854 nm to transfer the population from jD5=2; nz = 1i to jS1=2; nz = 1i. The Rabi
�opping behavior allows one to analyse the purity of the initial state and its decoherence. For
the jnz = 0i state, Rabi oscillations at 
1;0 = (2�) 21 kHz are observed with high contrast
indicating that coherence is maintained for times well above 1 ms. The jnz = 1i state exhibits
Rabi oscillations with a similarly high contrast, now at 
2;1 = (2�) 30 kHz. The ratio of the
Rabi frequencies agrees with 
2;1=
1;0 =

p
2 within 1%. The Fourier transform of the �opping

signals yields directly the occupation probabilities for the contributing Fock states [2, 60], and
allows one to calculate the purity of the prepared and manipulated states. For the `vacuum'
state jnz = 0i, p0 = 0:89(1) is obtained with impurities of p1 = 0:09(1) and pnz�2 � 0:02(1).
For the Fock state jnz = 1i, the populations are p0 = 0:03(1), p1 = 0:87(1), p2 = 0:08(2)

and pnz�3 � 0:02(1). The measured �delity F = Tr(�exp�ideal) � 0:9 agrees well with our
expectation. Here, �exp (�ideal) is the density operator describing the achieved (desired) result
of the experiment. Note that the Rabi �opping data were taken with less e�cient cooling
(lower trap frequency), and that the number state occupation from the Fourier analysis is
consistent with the temperature determined by sideband measurements.

The contrast of the Rabi �opping decays to 0.5 after about 20 periods. Therefore, it is
reasonable to expect that unitary manipulations equivalent to 40 � pulses on the sideband
can be executed with a �delity of 0.5 in the present system. The observed decoherence is
consistent with the independently measured values of the laser linewidth, (below 1 kHz), the
laser intensity �uctuations (below 3%) and ambient magnetic �eld �uctuations (line shifts of
�10 kHz at 50 Hz frequency).

6.5.4. Two-ion results

If a two-ion crystal is excited by the laser at 729 nm, the coupling strength of the interaction
is normally di�erent for both ions, giving rise to a beat signal in the excited state population.
The unequal coupling strengths arise either from di�erent light intensities at the positions of
the ions or from a di�erence in the micromotion amplitudes of the ions. The latter explanation
appears to be the more likely cause in our experiment, since the separation of the ions is small
compared with the waist of the exciting laser beam. Fig. 6.23 shows the excitation probability
as a function of the interaction time if the ions are excited on the carrier of the transition.
In the upper trace, the ratio of Rabi frequencies is 


(1)
0;0=


(2)
0;0 � 12=11. The lower trace was

recorded 100 minutes after the upper ones and shows a ratio of 

(1)
0;0=


(2)
0;0 � 8=7, indicating

that either the position of the laser beam or stray electric �elds changed in time.
The Rabi frequency can be made equal on both ions by slightly altering the compensation

voltages, thereby equalising the ac-Stark shift experienced by the ions. In �g. 6.24, the axial
COM mode of the ions was cooled to the ground state before the ions were excited on the
corresponding upper motional sideband. Unfortunately, the contrast of the Rabi oscillations
quickly deteriorates and for long interaction times the excited state population appears to
approach a value below 1=2, although the detuning had been optimised. Presently, it seems
likely that, due to less e�cient Doppler cooling, the non-resonant interactions discussed in
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Figure 6.23.: Rabi oscillations of two ions on the carrier transition. The Rabi frequencies are
slightly di�erent for both ions, because of either di�erent light intensities at the
positions of the ions, or a di�erent modulation index of micromotion. Therefore,
a beat signal is seen in the excited state occupation averaged over both ions. The
lower trace was recorded 100 minutes after the measurement of the upper trace
and shows that the ratio of Rabi frequencies also changed in time. The laser
detuning was not optimally chosen. Therefore, the oscillations are not centered
around 0.5.

subsection 6.5.2 lead to a stronger degradation of the signal than in the case of a single trapped
ion.

6.6. Coherence-limiting processes

This subsection summarises the processes that limit the coherence time to about a millisecond
and the maximum number of coherent excitations to approximately 30 in our present experi-
mental setup. The importance of the di�erent mechanisms is discussed below.
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Figure 6.24.: Rabi oscillations of two ions on the upper motional sideband of the axial COM
mode after sideband cooling to the ground state.

Fluctuations of the laser intensity

If the Rabi frequency 
 is not constant, but a random variable with standard deviation
�
, then the maximum interaction time T � is set by the condition T � < �=�
, which is
equivalent to N� < (�
=�
)

�1=2, where N�
= �
T �=(2�) is the maximum number of Rabi

oscillations. Fluctuations of the laser intensity I lead to �uctuations of the Rabi frequency,
giving N� < (�I=�I)

�1. If more than 30 Rabi oscillations are to be observed, the relative
intensity �uctuations �I=I have to be smaller than 6%. In the experiments, laser intensity
noise occurs mostly at frequencies below 500 Hz so that the Rabi frequency can be assumed to
be constant during the laser�ion interaction time but changes randomly from one experiment
to the next one. By actively stabilising the laser intensity, its �uctuations can be kept below
5%.

Fluctuations of the magnetic �eld

Magnetic �eld �uctuations cause a shift in transition frequencies. As already discussed in
subsection 6.1, magnetic �eld noise mostly occurs at multiples of the power line frequencies.
By synchronising the experiment to the phase of the line voltage these contributions can be
kept constant. If a suitable phase is chosen, the resonance frequency of the S1=2 $ D5=2

transition changes by less than 1 kHz within a millisecond. However, there are also other
sources of magnetic �eld noise ÆB(t) that broaden the resonance frequency of the S1=2 $ D5=2

transition by approximately ÆB = 1 kHz. Since most of the noise occurs at frequencies below
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6. Sideband cooling and coherent dynamics on the S1=2 $ D5=2 transition

500 Hz, the magnetic �eld is more or less constant during the excitation pulse, but changes
from one realisation of the experiment to the next one. These random detunings do not limit
the coherence time in experiments where the coupling strength 
 is signi�cantly higher than
ÆB , because the Rabi frequency X = (


2
+ Æ2B)

1=2 � 
(1+ Æ2B=(2

2
)) depends only in second

order on the detuning ÆB . Therefore, the maximum interaction time is only limited by the
condition

T � �
�
2�

ÆB

��



ÆB

�
:

A more rigid condition holds in experiments where the coupling strength is low or even zero for
some time. For example, in the Ramsey resonance experiment described on page 73, the fringe
separation is inversely proportional to the interaction time so that fringe contrast washes out
as soon as the condition

Tdelay �
�
2�

ÆB

�

is violated. Presently, magnetic �eld �uctuations are not the dominant mechanism that pre-
vents recording of more narrow lines. Otherwise, the minimum linewidth would depend on
the Landé factor of the Zeeman component chosen for excitation, which was found not to be
the case.

Moreover, it should be possible to reduce magnetic �eld noise signi�cantly by constructing
a �-metal shield around the vacuum vessel containing the ion trap5.

Laser linewidth

The laser linewidth 
 of the laser at 729 nm limits the coherence time to the inverse of 
.
A laser linewidth of better than 100 Hz with respect to the stabilisation cavity was inferred
from the error signal of the closed servo loop. Therefore, the laser does not presently limit the
coherence time, provided that the frequency stability of the cavity is also less than a kHz6.
In the future, a second, independent, high-�nesse cavity will allow a precise measurement of
the laser linewidth.

Unwanted coupling to other atomic levels

If the lasers at 397 and 854 nm are not completely switched o� during the quadrupole exci-
tation step, they increase the internal state decoherence rate. For the experiments, less than
one photon per 100 ms should be scattered on the S1=2 $ P1=2 and D5=2 $ P3=2 transitions.

The quality of the switching at 854 nm can be tested by using the laser at 729 nm to
induce quantum jumps at a low rate while the lasers at 397 and 866 nm are switched on.
The scattering rate on the D5=2 $ P3=2 transition is below the threshold de�ned above if the
lengths of the dark periods in the �uorescence are on average longer than 100 ms.

5The coils that generate the constant magnetic �eld have to be placed inside the shield. Care has to be taken

that the �-metal is not saturated by their �eld.
6It was also checked that the transmission of the laser beam through the optical �bre did not signi�cantly

broaden the laser linewidth.
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The use of two acousto-optical modulators for switching o� the light at 397 nm ensures a
good suppression of stray light. If the �rst AOM is switched o� (see �g. 4.9), the intensity of
the light transmitted through the �bre is reduced by a factor of 5 � 105. The second AOM (cf.
�g. 4.8) reduces the power by another factor of 6 � 103 when switched o�, so that the overall
suppression factor is 3 � 109. In our experiments, the S1=2 $ P1=2 transition is saturated by
10 �W of light and the photon scattering rate is less than 10

7 photons per 10 �W. Even if 1
mW of blue light was used in the experiments, the stray light level with the AOMs switched
o� would be below 10

�12 W so that less than 1 photon per second was scattered on the dipole
transition.

Thus, the coherence time is not shortened by these couplings.

Acoustically induced vibrations of the trap electrodes

All coherence limiting processes mentioned so far cannot account for the fact that the narrow-
est spectral lines observed in the 3D Paul trap have twice the linewidth of the lines observed
in the linear trap experiment. However, both experiments di�er with respect to trap design.
The mechanical setup of the linear trap [85] is undoubtedly more stable than the electrode
structure of the 3D trap.

Acoustically induced vibrations of the trap electrodes give rise to two undesired e�ects.
Firstly, they shift the zero-point of the trap potential. Because the trap frequency is much
higher than acoustical frequencies, the ion follows this movement adiabatically. However, its
rest frame no longer coincides with the rest frame of the laboratory. Secondly, vibrations
change the distance between the trap electrodes and consequently alter the trap frequencies.

For a more quantitative analysis, one of the trap electrodes is assumed to vibrate with an
amplitude A0 at a frequency f . The amplitude a0 of the ionic motion in the direction of the
laser beam is proportional to A0 with a0 = sA0; s � 1. For a(t) = a0 cos(2�ft), the mean
velocity spread is given by �v = (hv(t)2i)1=2 = �fa0 so that the �rst order Doppler e�ect
broadens the line by

�� = �v=� =
�fa0

�
:

A linewidth 2�� = 2 kHz could result from a vibration at 1 kHz with an amplitude a0 = 230

nm.
In order to estimate how much the trap frequency ! is altered, a speci�c example is

considered. The tip electrode separation 2z is assumed to change harmonically (2(z(t)�z0) =
A0 cos(2�ft)). Since ! � q
RF=

p
8 and q / 1=(r20+2z20), the relative change in trap frequency

can be expressed as �����!!
���� =

�����qq
���� = 2z0

r20 + 2z20
A0 :

For a trap frequency ! = (2�) 4 MHz, r0 = 0:7 mm and z0 = 0:6 mm, a vibration amplitude
A0 = 230 nm changes the trap frequency by �! = (2�) 0:5 kHz. Consequently, the linewidth
of the motional sidebands is expected to be broader than the carrier linewidth. Note that the
e�ect becomes more pronounced at higher trap frequencies. For the present setup, the e�ect
is too small to be noticable.
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Figure 6.25.: (a) Fourier spectrum of the power back-re�ected by the helical resonator. (b)
Spectrum of the light intensity of a laser beam focussed to the edge of the ring
electrode. Both spectra were recorded with and without additional acoustical
excitation of the vacuum vessel. The spectra shown above are the di�erence
spectra of these experiments.

In order to check for vibrations of the trap electrodes, a directional coupler was used to
couple out the power back-re�ected by the helical resonator. After mixing the signal with
the drive frequency 
RF , a Fourier analysis was performed that showed a narrow resonance
at a frequency of 1766 Hz, hinting at a vibration frequency of 883 Hz7 (see �g. 6.25). Simul-
taneously, one of the strongly focussed laser beams was misaligned until it started to hit the
ring electrode and the transmitted light intensity was monitored. Again, narrow resonances
were recorded, the strongest resonance frequencies at 883 Hz and 1836 Hz. The fact that
a resonance at 883 Hz is present in both spectra is a strong indication that it is related to
vibrations of the trap. However, these experiments do not allow an estimate of the associated
vibrational amplitude.

E�ects of ion motion

In principle, all decoherence mechanisms discussed so far can be made arbitrarily small, in
contrast to e�ects that are caused by ion motion.

The Rabi frequency depends on the motional state of the ion. If not all of the oscillators are

7On resonance of the helical resonator the back re�ected power is expected to oscillate at twice the vibration

frequency.
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cooled to the ground state, a mixture of motional states results and the Rabi frequency will
be di�erent for every single experiment. In case of m thermally distributed modes with mean
occupancy �n1; : : : ; �nm, the relative �uctuations are given by �
=�
 = (

P
m �4m�nm(�nm+1))

1=2

[64]. For example, if there is only a single thermally distributed mode that couples to the
laser, �
=�
 = �2(�n(�n + 1))

1=2 and the maximum number of Rabi oscillations N� is limited
by N� < 1=(2�2�n). For � = 0:05 and �n = 10, N� < 20. It seems to be advantageous to use a
tightly con�ning trap since �uctuations in the coupling strength scale as �
=�
 / !�2 because
of � / !�1=2 and �n / !�1.

Furthermore, as discussed in subsection 6.5.2, the shift of sideband transition frequency
caused by di�ering carrier excitation strengths (Eq. (6.1)) reduces the �delity of sideband
excitation pulses. Again, the e�ect can be reduced by increasing the trap frequency.

By cooling all motional degrees of freedom to the ground state, the above mentioned e�ects
can be eliminated. While this task is fairly easily accomplished in the case of a single trapped
ion, it becomes more and more cumbersome as soon as experiments are extended to two, or
even more ions.

Motional heating

Motional decoherence caused by a coupling of the ionic motion to �uctuating external �elds
presents no obstacle for the experiments described in this thesis. The measured heating rates
are orders of magnitude smaller than the observed decoherence rates.

6.7. Improvements of the experimental setup

The experiments described in this chapter can be improved by slightly changing the current
setup. Improving the laser sources will enhance the reproducibility of the experiments whereas
modifying the trap hopefully leads to an increased coherence time. An extension of the cooling
scheme presently employed might help to reduce experimental imperfections.

The above mentioned goals could be achieved by the following measures:

� Enhanced drift stability of the laser at 397 nm

Since the laser at 397 nm needs to have a scanning range of several hundred MHz it
is locked to a cavity of variable length which in turn results in the laser having a drift
stability inferior to the stability of the other lasers. During the course of the experiments
the laser frequency has to be adjusted from time to time in order to maintain good
Doppler cooling conditions and a proper discrimination between the S1=2 and D5=2

states. Because a frequency drift results in a change of the ion's �uorescence rate, the
drift compensation could be performed automatically by the computer controlling the
experiments. Alternatively, instead of stabilising the laser to the S1=2 $ P1=2 spectral
line of the ion, it could be locked to a stable reference resonator similar to the one used
for the laser at 866 nm once experiments on the quadrupole transition are undertaken.

� Improved drift stability of the Ti:Sa laser at 729 nm

Presently, the short-term drift of 5-15 Hz/s of the laser frequency is passively compen-
sated by continuously changing the frequency applied to the double-pass AOM. The
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necessary experiments required for measuring the laser frequency and calculating the
drift rate could in principle also be automated. Still, it would be better if the drift rate
could be reduced by a factor of 5. So far, the origin of the short-term drift is unknown.
A change in the ambient temperature of the resonator housing8 could be coupled to the
ULE resonator via blackbody radiation. Also, absorption of laser light coupled into the
high-�nesse cavity might change the mirror separation. The latter hypothesis could be
checked by varying the light power used for the laser stabilisation.

� Magnetic shielding of the trap

Although �uctuations of the magnetic �eld presently do not seem to limit the maximum
coherence time on the quadrupole transition, it is desirable to reduce these �uctuations.
Due to the spatial inhomogenity of the magnetic �eld close to the vacuum vessel con-
taining the trap, it appears to be di�cult to actively stabilise the magnetic �eld at the
position of the ion. Therefore, a �-metal shielding of the trap is required. For practical
reasons, the shielding probably has to be put into the vacuum vessel which would in
turn require the magnetic �eld coils to also be installed inside the shielding and the
vacuum chamber.

� More stable mechanical setup of the trap

Acoustically induced vibrations of the trap electrodes eventually limit the coherence
time. By attaching the trap electrodes to a structure that is mechanically more stable
than the wires used in the present setup, it should be possible to reduce the contribution
of this source to internal and external state decoherence.

� Higher trap frequencies

The e�ciency of Doppler cooling could be improved by performing experiments at higher
trap frequencies. The latter could be achieved without changing the stability parameters
of the trap by decreasing the overall size of the trap by a factor of 1.5, while simulta-
neously increasing the RF-drive frequency 
RF by a similar factor. It appears unlikely
that, as a consequence of this modi�cation, the heating rates will rise to an intolerable
level.

� Extended cooling scheme

Reducing the mean vibrational quantum number by working at higher trap frequencies
will help to reduce unwanted e�ects of ion motion due to thermally populated modes
but it might still not be su�cient, especially in the case of two trapped ions. It appears
to be highly desirable to cool all vibrational degrees of freedom to a mean vibrational
quantum number close to one, before sideband cooling is used to cool one or several
selected modes to the vibrational ground state. A variety of additional cooling steps
could possibly improve the cooling results:
In the present sideband cooling setup, each normal mode to be cooled requires its own
frequency generator in order to generate the necessary laser frequency. The number of
available frequency generators limits the number of normal modes that can be cooled.
Since for the purpose of sideband cooling a frequency source with a frequency stability of

8It was observed that the temperature over the laser table increased by as much as 2 ÆC during the course of

the experiments.
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several kHz is su�cient, a voltage controlled oscillator (VCO) could be used to generate
all the frequencies required for cooling an unlimited number of normal modes by applying
a suitable step function to the VCO.
Alternatively, sideband cooling could be done by driving Raman transitions between the
S1=2(m = �1=2) and S1=2(m = +1=2) Zeeman ground states. By detuning the laser
at 397 nm by a couple of hundred MHz from the S1=2 $ P1=2 transition, it might be
possible to implement a kind of `dirty' sideband cooling without the need of an additional
laser source. This cooling scheme would not allow one to reach the motional ground
state, but would aim at cooling several motional modes simultaneously to a sub-Doppler
temperature.
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7. Cavity quantum electrodynamics with

trapped ions

Cavity quantum electrodynamics (cavity QED) [109] describes the radiative properties of
atoms which are subject to electro-magnetic �elds having boundary conditions other than
those of free space. It was realised as early as 1946 that the decay rate of an atomic transition
could be altered by modifying the mode density of the electro-magnetic �eld experienced by
the atom [110]. It took more than twenty years before this concept was experimentally veri�ed
by measuring the �uorescence decay time of excited dye molecules in a mono-molecular layer
which was kept at a known distance from a metal surface [111].

An e�cient method of changing the mode density is to place an excited atom in a resonator.
If the cavity is not in resonance with the atomic transition and the cavity subtends a large
solid angle �
 at the atom, thereby preventing it from interacting with a substantial fraction
of the modes of free space, then the atomic decay rate is reduced to [112]


inh � A(1��
=(4�)) ;

where A is the Einstein coe�cient for free-space decay. The �rst demonstration of atomic

inhibited spontaneous emission was done with Rydberg atoms in a cavity and showed a twen-
tyfold increase in the lifetime of the Rydberg state [113].1 On the other hand, if the cavity is
in resonance with the atomic transition, the decay rate is increased by a factor [110]

f = 3Q�3=(4�2V )� 1 ;

provided that the quality factor of the cavity Q = !=(2�) is high enough and the cavity volume
V is small. Enhancement of spontaneous emission was �rst observed in microwave transitions
[115], due to their long transition wavelengths. For optical transitions, the cavity mirrors
need to have high re�ectivity and the cavity volume has to be very small [116].2 Enhanced
spontaneous emission is accompanied by a change in the spatial emission characteristics. For
large enhancement factors, the photons are coupled mainly into the cavity mode and emitted
into free space via decay of the cavity �eld. An entirely new class of phenomena occurs if
the coupling g between the atom and the cavity mode becomes larger than both the cavity
decay rate �, and the atomic decay rate 
 into modes other than the cavity mode. In this
case, the atom is likely to re-absorb a photon previously emitted into the cavity [118]. The
resonant exchange of energy gives rise to e�ects like quantum Rabi oscillations [2], vacuum
Rabi splitting [119, 120] and sub-natural linewidth averaging [121].

1It had been shown before that the radiative decay of the cyclotron motion of a single electron in a Penning

trap (which forms a microwave cavity) was reduced compared to the free-space decay rate [114].
2Before mirrors with ultra-high re�ectivity became available, enhanced spontaneous emission on an optical

transition could be demonstrated by using the mode degeneracy in a confocal resonator [117].
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7. Cavity quantum electrodynamics with trapped ions

7.1. Theory: Atom�cavity interaction

The dynamics of an atom resonantly interacting with a cavity mode is governed by the coupling
constant g between atom and �eld and by the dissipative coupling rates 
, � of the atom and
the cavity �eld to the environment (see �g. 7.1). Here, it is assumed that the atomic decay
rate 
 does not di�er considerably from its free-space value. The master equation describing
the interaction is given by [122]

_� =
1

i~
[H; �] + L� ; where (7.1)

H = i~g(��a
y � �+a) (7.2)

L� = 
?(2����+ � �+���� ��+��) + �(2a�ay � aya�� �aya) : (7.3)

ay, a are the creation and annihilation operators for the cavity �eld, �+, �� and �z Pauli
pseudospin operators for the atom.

The equation (7.2) was derived by Jaynes and Cummings [63] for a system without

γ
κ

Figure 7.1.: Model system consisting of a two-level atom resonantly coupled to a mode of
a cavity with the coupling constant g. � is the decay rate of the cavity �eld, 

characterises the atomic decay.

dissipation. The Hamiltonian (7.2) is equivalent to the Hamiltonian (3.15) that describes the
excitation of a trapped two-level ion on the lower motional sideband. Equation (7.1) can be
solved in the three-state basis j+ij0i, j�ij1i, j�ij0i, where j+i and j�i are the upper and
lower atomic states and j1i and j0i are the one-photon and zero-photon Fock states of the
�eld, by transforming it into a set of coupled equations for operator expectation values [122].
For hai and h��i one obtains

h _ai = gh��i � �hai (7.4)

h _��i = �ghai � 
?h��i : (7.5)

The eigenvalues

�� = ��+ 
?
2

�

s�
�� 
?

2

�2

� g2 (7.6)
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7.1. Theory: Atom�cavity interaction

of eqs. (7.4, 7.5) govern the time evolution of hai and h��i. For weak coupling (g � j��
?j),
�� corresponds to the decay of the cavity �eld while �+ is related to the decay of the atomic
polarisation. Two interesting regimes exist:

� Bad cavity regime : 
? � g2=�� �

The eigenvalues take the form

�+ = �
�

? +

g2

�

�
= 
?(1 + 2C) (7.7)

�� = �
�
�� g2

�

�
; (7.8)

where the cooperativity parameter C = g2=(2�
?) [123] has been used to express the
atomic decay rate. Thus, the decay rate of the excited state is notably shortened in the
bad cavity limit (C � 1) compared to its free-space value 
k:


k �! 
k(1 + 2C)

This is the regime where the atom decays predominantly by emitting a photon into
the cavity, so that a quasi one-dimensional spontaneous emission pattern arises. The
atom�cavity system behaves like a `one-dimensional atom' [124].

� Strong coupling regime : g � �; 
?
In this regime the eigenvalues are given by

�� = ��+ 
?
2

� i



2
;

where the Rabi frequency 
 = [4g2 � (�� 
?)
2
]
1=2 � (�+ 
?) describes the oscillatory

exchange of energy between the cavity �eld and the atom. In case that 
? � �, the
excited state of the atom decays at the reduced rate 
? (instead of 2
?) since half of
the excitation is hidden in the cavity �eld.

Two types of systems have been used to carry out beautiful experiments in the strong coupling
regime. On the one hand, experiments have been performed by generating an atomic beam
of long-lived Rydberg atoms and sending it through a microwave resonator which is resonant
with a transition to another Rydberg state (see for example [2, 125]). On the other hand,
experiments were done by sending a slow atomic beam of Cesium [120], Rubidium [126] or
Barium [127]3 atoms through an optical high-�nesse resonator with a small mode volume.

Still, both realisations of Jaynes-Cummings dynamics su�er from drawbacks. The inter-
action time is limited to the atomic transit time through the resonator. The coupling g(r)

between atom and �eld is position-dependent and varies in the optical domain on a sub-�m
scale. For experiments done with microwave �elds, it is not possible to detect the �eld directly.
Therefore, it appears tempting to imagine coupling a trapped atom to a mode of an optical
high-�nesse resonator. One way to accomplish this task is to use a charged atom trapped in
an ion trap. Thereby it should be possible to localise the particle on a sub-wavelength scale

3Admittedly, in the Ba experiment, the transit time broadening was larger than the coupling constant g.
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7. Cavity quantum electrodynamics with trapped ions

and to achieve practically inde�nite interaction times. However, it quickly becomes clear that
reaching the strong coupling regime is exceedingly di�cult since it requires building an ion
trap around a miniature high-�nesse resonator. How to realise the more moderate aim of
doing experiments in the bad cavity limit is discussed in the following section.

7.2. Experiment: Design considerations

The di�culty of achieving strong coupling conditions arises from the fact that it is hard to
satisfy the condition g � 
? in case of a dipole transition, while it is di�cult to achieve
g � � in case of a quadrupole transition. This can be understood by noting that the coupling
constant g depends linearly on the relevant atomic multipole moment, while the atomic decay
rate 
? depends quadratically on it. If g � 
? is to hold on a dipole transition, it requires a
cavity with small mode volume V because g / V �1=2. For experiments performed on optical
dipole transitions in the strong coupling regime [120, 126, 128], cavity lengths vary between
10 and several 100 �m. The tasks of constructing an ion trap around such a resonator, or
placing it between the mirrors, appear to be equally challenging.

Therefore, one might consider using a quadrupole transition instead, since g � 
? can
be easily satis�ed. As far as the strong coupling regime is concerned, this only shifts the
di�culties to satisfying the other inequality g � �. However, experiments become possible in
the bad cavity regime as will be shown below.

The calculation of the coupling constant g between the atom and the cavity mode proceeds
analogously to the computation of the Rabi frequency in subsection 3.4.3. For an atom at
position r0 interacting with the radiation �eld ET(r0) via an electric quadrupole coupling,
the Hamiltonian takes the form [59]4

HEQ =
1
2
e(r̂r)(r̂ET(r0)) : (7.9)

A standing wave in a cavity is described in the paraxial approximation [129] by setting

ET(r) = i��(r) cos(kr)(ae�i!t � ayei!t) ; (7.10)

where � describes the polarisation of the �eld mode and �(r) the transverse mode structure.
For a Gaussian TEM00 mode with waist w0 in a cavity of length L the transverse pro�le is
given by

�(r) = �0 exp(� �2

w0
2 ) :

� gives the distance from the centre of the cavity mode. The normalisation constant �0 is
determined by the requirement that the mode energy of an n-photon Fock state is

Z
dV �0hnjETET jni = ~!(n+

1
2
) :

4The symbol r̂ is used to distinguish the quantum mechanical position operator r̂ of the electron with respect

to the atom from the position vector r describing the atomic position.
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One obtainsZ
dV �0hnjETET jni = �0hnjaay + ayajni�02

Z
dV cos

2
(kz) exp(� 2�2

w0
2 )

= �0(2n+ 1)�0
2L�w0

2=4 ;

so that

�0 =

r
2~!

�0L�w0
2
:

By inserting eq. (7.10) into eq. (7.9) the interaction Hamiltonian is written as

HEQ = �ie�0 sin(kr)(r̂�)(r̂k)(aei!t � ayei!t) :

For a two-level system with lower level jgi and upper level jei, HEQ is put into the form of
eq. (7.2) by writing

HEQ = i~g(jgihej + jeihgj)(aei!t � aye�i!t) (7.11)

g =

�
!e2

2�0~�w0
2L

�1=2
khgj(r̂�)(r̂n)jei sin(kr) ; (7.12)

with k = kn and jnj = 1 and performing the rotating-wave approximation. In order to connect
g to measurable quantities, one uses the Wigner-Eckart theorem to separate the geometry-
dependent part of the interaction from the irreducible matrix element [130] and expresses the
latter by the atomic decay rate (cf. eqs. (3.26) and (3.27)). For the S1=2 $ D5=2 quadrupole
transition of Ca+ one obtains

g =

�
5c�2

2�2
?Lw0
2

�1=2

? (7.13)

for optimum coupling (i.e. in the anti-node of the standing wave and �, k, B mutually
orthogonal to each other). Except for a factor of proportionality, equation (7.13) holds for
all atomic transitions. The term in squared brackets compares the atomic radiative volume
Va / �2c=
? [131] to the cavity mode volume Vm / w0

2L.5 The equation shows further that
the only atomic parameter having an in�uence on the cooperativity C = g2=(2�
?) is the
transition wavelength.

Moreover, the cooperativity parameter is also independent of the cavity length L. By
stating the cavity decay rate

� =
c�

2LF
(7.14)

in terms of the cavity �nesse F = �
p
R=(1�R) [129], where R is the re�ectivity of the cavity

mirrors, the cooperativity parameter is written as

C =
5F

2�3

�
�

w0

�2
: (7.15)

5Thus, the condition g � 
? is equivalent to Va � Vm () L � c


?

�
�

w0

�2
.
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Figure 7.2.: Cavity response as a function of frequency. The frequency width Æ! of the
transmission maxima is related to the free spectral range �F = c=(2L) and the
cavity �nesse F by the formula Æ! = 2��F =F .

Clearly, a high �nesse and a small cavity waist w0 is needed to strongly enhance spontaneous
emission. In order to observe this e�ect, the cavity �eld frequency ! has to be kept in resonance
with the atomic transition frequency. The width of the cavity resonances Æ! equals the decay
rate of the cavity �eld intensity so that

Æ! = 2� =
�c

FL
:

For the experiment outlined in the next section, the cavity decay rate � is small compared
with the trap frequency !tr. Under these conditions, the atomic decay is enhanced only on
the carrier transition. (By tuning the cavity to a sideband of the transition, the atom could be
similarly caused to emit predominantly on the particular sideband resonant with the cavity.
However, the cooperativity parameter would be diminished by a factor of �2�n in case of the
�rst lower motional sideband and by �2(�n + 1) on the upper motional sideband). If the ion
motion is taken into account, the coupling constant g is reduced on the carrier transition by a
factor of 1��2�n for every oscillator mode. For an ion in a state with mean motional quantum
number �n, the cooperativity parameter decreases from its value C0 for an ion at rest to

C0 ! C = C0(1� 2�2�n) :

Thus, the ion has to be cooled to the Lamb-Dicke regime. For similar reasons, the ion's micro-
motion should be compensated to a degree that the excitation strength on a micromotional
sideband is small compared with the carrier.

Finally, the stability of the cavity has to be considered. Both cavity mirrors need to be
adjustable with respect to the position of the ion in order to satisfy the resonance condition,
as well as the condition for maximum atom-�eld coupling. Mounting the mirrors on piezo-
electric ceramics allows one to move them by applying voltages to the piezos. Fluctuations
ÆU of the piezo voltage U will shift the mirror by an amount6 Æl. The resonator is shifted out

6Here, only voltage �uctuations are considered that occur at frequencies below the cut-o� frequency set by

the electro-mechanical properties of the piezo-mirror system.
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of resonance if Æl exceeds Ælmax, de�ned by

Ælmax

�=2
=

Æ!

2��F
=

1

F
;

where �F = c=(2L) is the free spectral range of the resonator. Therefore, the stability of the
piezo voltages has to be better than

ÆU

U
=
Ælmax

�=2
=

1

F
;

where U scans the resonator by a free spectral range (see �g. 7.2). Variations of the resonator
length also result from changes of the resonator temperature. Given the thermal expansion
coe�cient �th, the maximum allowable temperature change is

�thÆT
max

=
Æl

L
=

�

2FL

This formula seems to suggest that cavities of short length L are superior. However, the
thermal expansion coe�cient of piezo ceramics (/ 10

�5K�1) is typically an order of magnitude
larger than the thermal coe�cient of a low-expansion material like fused silica that could be
used as a cavity spacer material. The thermal properties of the cavity are therefore less
in�uenced by the mirror separation L than by the lengths of the piezo crystals.

7.3. Experimental setup and preliminary results

The experiments described below were carried out prior to most of the measurements presented
in chapters 5 and 6, and did not lead to the desired results. After a description of the
general setup, a report on the experimental problems encountered is given. How to succeed
in detecting enhanced spontaneous emission, with an improved setup that is currently being
assembled, is described in the next section.

A symmetric resonator is formed by mirrors having a radius of curvature Rc = 12 mm.
The waist w0 of the fundamental resonator mode is given by [129]

w0 = (�=�)1=2
�
L

2

�
Rc �

L

2

��1=4

:

For a mirror separation L=20.5 mm and a wavelength � = 729 nm, the waist is w0 = 31 �m.
Although the atom �eld coupling, which increases proportionally to w0

�1, could be made
larger by increasing the mirror separation while keeping the mirror curvature �xed, it cannot
be increased without bound because the resonator becomes more and more di�cult to align.
The cavity mode is formed along a line which connects the centres of curvature of the two
mirrors. The more the resonator approaches the limiting case of a concentric resonator, the
closer these centres move towards each other. Even a small misalignment of the mirrors then
causes a large tilt of the cavity axis. Also, the spot size of the cavity mode on the mirrors
becomes larger and larger. The mirrors7 were speci�ed to have a re�ectivity of better than

7Research Electro-Optics, Boulder, USA.
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R = 0:99997, corresponding to a cavity �nesse F > 100000. Measurements of the cavity
decay time (see below) revealed that the �nesse was actually even much higher. For the
measured value F = 180000, the cavity decay rate is � = (2�) 20 kHz and an atom �eld
coupling g = (2�) 160 Hz results according to eq. (7.13). Together with the atomic decay

coupling constant g = (2�) 160 Hz
atomic decay rate 
? = (2�) 0:08 Hz
cavity decay rate � = (2�) 20 kHz
cooperativity C = 8

trap frequency !tr = (2�) 1� 4 MHz

Table 7.1.: Important experimental parameters

rate 
? = (2�) 0:08 Hz on the S1=2 $ D5=2 transition, the rates g, � satisfy the criteria for
the bad cavity regime and result in a cooperativity parameter C = 8, so that a seventeen-fold
enhancement (see eq. (7.7)) of the spontaneous decay rate of the D5=2 level can be expected
if the cavity is in resonance with the quadrupole transition.

The mechanical setup of the resonator is shown in �g. 7.3. A spacer machined out of

mirrors

piezos

plate springs

e
-

397, 866

729

729

Ca

CCD

PMT

Figure 7.3.: Schematic drawing of the cavity mount. The cavity spacer is a cylindrical piece
of fused silica of length 28 mm and diameter 20 mm, with a hole drilled along its
symmetry axis. Two larger, blind holes along this axis provide space for the piezo
ceramics, cavity mirrors and plate springs. The piezos push the mirrors outwards
while the plate springs provide a restoring force. Further drillings allow one to
position the ion trap between the mirrors and to collect the ion's �uorescence.
Four smaller drillings are needed for sending a Ca beam and an electron beam, as
well as di�erent lasers, to the trap. The trap is not drawn to scale with respect
to the resonator.

110



7.3. Experimental setup and preliminary results

fused silica8 de�nes the cavity length. In contrast to the resonator that is rigidly attached
to the vacuum vessel, the ion trap is mounted on an electric feedthrough connected to the
vacuum vessel by a �exible coupling. Thus, the trap can be positioned in the waist of the
resonator from outside the vacuum with the help of adjustment screws. A more detailed
description of the mechanical setup is contained in [132]. Both mirrors can be moved with
respect to the spacer by ring shaped stacks of piezo ceramics9, plate springs provide a restoring
force. Piezo stacks combine the advantage of high electro-mechanical coupling with compact
size. By applying a voltage of 310 V the mirrors are shifted by half a wavelength [132].
The �nesse of the cavity was determined by measuring the decay time of the cavity �eld.
For this purpose, the laser at 729 nm was coupled into the resonator and scanned over the
resonance of the cavity. As soon as the light intensity transmitted through the cavity exceeded
a preset threshold, the laser beam was rapidly switched o�, by means of an acousto-optical
modulator, so that the decay of the cavity �eld could be measured by a photodiode (see [132]).
For the fundamental TEM00 resonator mode, a photon lifetime � = 3:9 �s was measured,
corresponding to a cavity �nesse F = 1:80(5) � 105. Similar measurements for the transverse
cavity modes showed that the �nesse depended on the particular mode being used. The
highest �nesse (F=260000) was measured for the TEM10 mode while higher-order TEMnm

transverse modes (4 � jnj + jmj � 8) had �nesse values in the range of 60000-120000 [132].
These variations probably re�ect local variations of the mirror re�ectivity.

Experimental di�culties encountered

The experimental setup described above proved to be inadequate for observing any cavity
QED e�ects, and experiments towards this aim were abandoned for the present due to the
problems listed below:

� Piezo voltages

The piezo voltages of up to 400 V needed for tuning the cavity not only shifted the
cavity mirrors but also the ion. Although the piezos were inserted into the cavity spacer
with the grounded sides pointing towards the trap in order to screen the electric �eld
generated by the high voltage applied to the other side, the electric �eld at the position
of the ion was big enough to shift the trapped ions by as much as 10�20 �m, equivalent
to changes in the electric �eld strength of 60� 120 V/m.

� Compensation of micromotion

Contrary to the measurements presented in chapters 5 and 6, the `static' electric �elds
at the position of the ion were time-dependent (even if no voltages were applied to the
piezos). When keeping the voltages UK1, UK2 of the compensation electrodes in the
plane of the ring constant, the voltage applied to one of the tips of the trap had to
be changed by more than 0.5 V over the course of an hour in order to compensate the
micromotion in one direction. It is likely that these changes in the stray electric �eld
are caused by �uctuating charges which are present on the non-conductive parts of the

8The spacers were machined in the workshops of the Max-Planck Institut für biophysikalische Chemie, Göt-

tingen, and by Swarovski, Wattens.
9HPSt 500/10-5/2, Pickelmann.
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cavity spacer (and the mirrors ?). Originally, we had hoped to prevent this e�ect by
coating most of the spacer with a conducting graphite solution10.

� Ion storage time

The storage time of single Ca+ ions was typically shorter than 40 minutes, which was
probably due to a too high background gas pressure caused by insu�cient bakeout of
the apparatus. Since the piezo stacks were speci�ed to be bakeable only up to a tem-
perature of 120ÆC, the apparatus was never heated to temperatures exceeding 110ÆC, in
contrast with the baking procedure (Tmax � 290

ÆC) used for the experiments described
in chapters 5 and 6.

� Drift of the cavity resonance

Finally, the resonance frequency of the cavity typically drifted by 2-5 MHz/min, the
drift rate increasing ten-fold if the Ca oven or the RF-drive were turned on. Clearly,
cavity QED experiments are only possible if the resonator is continuously locked to a
frequency stable laser that is not resonant with the S1=2 $ D5=2 transition.

7.4. Improved setup

The severe limitations imposed by the deleterious e�ects described above can hopefully be
overcome with an improved experimental setup:

� By building a Faraday cage around the ion trap, it should be possible to reduce changes
of the static electric �eld caused by the piezo voltages, or by charges on insulating
surfaces, to a tolerable level.

� If the positions of piezos and springs (see �g. 7.3) are interchanged, less compact piezos
can be used instead of piezo stacks. Piezo tubes having a Curie temperature of 350ÆC
are available11 and can be baked out at 200ÆC. Furthermore, this modi�cation has the
additional advantage of an increased separation between piezos and trap.

� The length of the cavity can be kept constant by stabilising the resonator to a diode
laser operated at a wavelength of 780 nm which is itself stabilised to the high-�nesse
resonator of the Ti:Sapphire laser at 729 nm. This stabilisation unit is currently being
assembled and tested.

How to detect enhanced spontaneous emission from the D5=2 level

In the prospective experiment a single Ca+ ion will be cooled into the Lamb-Dicke regime
(or even to the motional ground state) and prepared either in the jD5=2;m = +5=2i or the
jD5=2;m = �5=2i level, which only decay to the S1=2 level via a single transition. Lifetime
measurements of the excited state, with the cavity on and o� resonance with the atomic
transition, can be done by means of the electron shelving technique. However, contrary to
measurements of the lifetime in free space [82, 133], the �uorescence of the ion cannot be

10Aquadag, Acheson Industries.
11PIC155, PI Ceramic GmbH
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monitored continuously by the laser at 397 nm, because driving the S1=2 $ P1=2 transition
with saturating power would broaden the S1=2 $ D5=2 transition beyond the width of the
cavity resonance. Instead, the laser at 397 nm has to be switched on only after a certain time
t� so that the probability pt� of the particle still being in the D5=2 level after time t� can be
determined by repeating this experiment over and over again. By choosing 100 ms < t� < 500
ms, it should be possible to detect deviations of the decay rate from its value in free space.
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8. Summary and conclusions

The work presented here started with the setup of a new ion trap apparatus, capable of
trapping single or few Ca+ ions. The trap has been shown to reliably store a single ion
in the centre of the quadrupole potential over many hours. The quantum state of the ion
can be read out with high detection e�ciency by means of the electron shelving technique.
By Doppler cooling, the ion is localised within a few 10 nm and thus placed in the Lamb-
Dicke regime. Furthermore, it has been shown that it is possible to utilise the S1=2 $ D5=2

quadrupole transition for the purpose of sideband cooling and by this means prepare the ion
in a pure quantum state. Starting from the motional ground state of the ion, the feasibility
of coherently manipulating the ion's quantum state has been investigated. The internal state
decoherence time was found to be of the order of a millisecond, thus allowing quantum state
manipulations equivalent to more than forty �-pulses on the �rst motional sideband. In
contrast to previous experiments, motional heating was found to be negligibly small and did
not present a limitation to the experiments. First steps towards extending the work to two
ions have been successfully undertaken.

While the main purpose of the experiments described in chapter 6 was to investigate the
S1=2 $ D5=2 level pair as a qubit candidate, one of the next goals is certainly to generate an
entangled state of two ions. This could be achieved in two di�erent ways. On the one hand, it
may be possible to create an entangled state in the present trap by a bichromatic excitation
of the ions, with light whose frequencies are near-resonant with the upper and lower motional
sideband of the S1=2 $ D5=2 transition [134�136]. One of the advantages of this particular
scheme is that there is no need to individually address the ions, so that the scheme can be
applied to ions trapped in a tightly con�ning trap.

On the other hand, laser addressing of individual ions trapped in a linear ion trap has been
demonstrated by our group [44]. Therefore, one immediate goal for the future is to transfer the
experimental techniques of chapter 6 to the linear trap and to combine it with the individual
addressing of ions in order to create entanglement between ions and to demonstrate a quantum
gate.

It might turn out that for a successful demonstration of a quantum gate nearly all motional
degrees of freedom have to be cooled to the ground state or at least to mixed states with mean
vibrational quantum numbers below the Doppler limit. For this purpose, one has to investigate
whether it is feasible to cool all motional degrees of two or more ions by sideband cooling on
the S1=2 $ D5=2 transition or whether new pre-cooling stages have to be used (cf. page 100).

As for the cavity QED experiments, there have been no experimental results so far. The
aim of coupling the S1=2 $ D5=2 quadrupole transition of a Ca+ ion to the mode of a high-
�nesse resonator proved to be technically much more involved than expected, and led to the
development of an improved experimental setup which is currently being assembled.
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8. Summary and conclusions

With this apparatus, the immediate goal, certainly, is to detect enhanced spontaneous
emission (cf. page 112). It might also be possible to detect the photons emitted into the
cavity directly and to demonstrate a single photon source. Eventually, a linear trap might be
used to trap and couple several ions to the cavity mode in order to observe cooperative e�ects
like super-�uorescence [137].
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A.1. Time evolution of a thermal distribution on the carrier

transition

When excited on the carrier transition, an arbitrary state of motion evolves in time and yields
an excited state population given by

�DD(t) =

1X
n=0

pn sin
2
(
n;nt)

=
1

2
(1�

1X
n=0

pn cos(2
n;nt)) ; (A.1)

where the Rabi frequency


n;n = 
0Ln(�
2
)

is proportional to the Laguerre polynomial Ln(�
2
) = 1� �2n+ 1

4�
4n(n� 1) +O(�6) [138]. pn

is the occupation probability of state jni. For a thermal state distribution this probability is
given by [59]

pn =
1

�n+ 1

�
�n

�n+ 1

�n

=:
1

�n+ 1
xn :

Eq. (A.1) is appropriate for the motion of a particle in a one-dimensional potential. Numeri-
cally, the summation can be performed quickly in this case, but the calculation becomes much
more time consuming if the Rabi frequency depends on several motional modes. Therefore, an
approximate solution to the problem is desired. First, an approximate solution is derived for
the one-dimensional case that can subsequently be used to treat the case of multiple modes.

After expanding the Rabi frequency to �rst order in �2, the summation in eq. (A.1) can be
performed analytically. This approximation is valid as long as t� T �, where T � is de�ned by

2
0T
�
(�n�2=2)2 = 1 ;

the time interval being equivalent to N�
= 1=(��n2�4) Rabi oscillations. For example, N�

= 32

if � = 0:1 and �n = 10. Then the excited state population is given by

�DD(t) =
1

2
(1�Re Q(t)) with

Q(t) =
1

�n+ 1

X
n

xn exp(i2
0t(1� �2n))

=
1

�n+ 1

exp(i2
0t)

1� x exp(�i2
0t�2)
; (A.2)
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so that

�DD(t) =
1

2

�
1� 1

�n+ 1

cos(2
0t)(1 � x cos(2
0t�
2
)) + x sin(2
0t) sin(2
0t�

2
)

1 + x2 � 2x cos(2
0t�2)

�
; (A.3)

where x = �n=(�n+1). Fig. A.1 shows that the resulting function faithfully reproduces the exact
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Figure A.1.: Time evolution of a thermal state with �n = 10 on the carrier transition when
� = 0:1. (a) shows the exact solution, (b) and (c) are the di�erences between the
exact solution and the approximations given by eq. (A.3) and (A.5).

result. A further simpli�cation is achieved by approximating exp(�i2
0t�
2
) � 1� i2
0t�

2 in
eq. (A.2) so that Q(t) can now be written as

Q(t) =
ei2
0t

1 + i2
0t(�2�n)
: (A.4)

For the excited state population, one obtains

�DD(t) =
1

2

�
1� cos(2
0t) + (2
t�2�n) sin(2
0t)

1 + (2
t�2�n)2

�
: (A.5)

The approximation is easily extended to the case of several normal modes, all being in
a thermal state. Now, the Rabi frequency on the carrier transition depends on all motional
quantum numbers n1; : : : ; nm, and can be written as


n1:::nm;n1:::nm = 
0

mY
j=1

Lnj (�j
2
) � 
0

mY
j=1

(1� �j
2nj) :
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if only terms up to �rst order in �j
2 are retained. For the distribution p(n1; : : : ; nN ) =QN

k=1 pk, where pk describes the distribution of the kth mode, one obtains by a similar calcu-
lation

Q(t) = ei2
0t
NY
k=1

1

1 + i2
0t(�
2
k�nk)

� ei2
0t
1

1 + i2
0t
P

k(�
2
k�nk)

:

Thus, the �nal result has the same functional form as eq. (A.5) if the replacement �2�n !P
k(�

2
k�nk) is made.

A.2. E�ciency of internal state discrimination

The internal state of the ion (S1=2 versus D5=2) is detected with high e�ciency by application
of the electron shelving technique. In the following subsection, the e�ciency of the detection
process is discussed in more detail.

A.2.1. Discrimination between two levels with in�nite lifetime

A simple model can be drawn up if the decay of the metastable D5=2 level is disregarded.
The number of counts detected by the photomultiplier within a time interval � is a random
variable, and will be called s if the ion is in the �uorescing S1=2 state, and n if it is in the
non-�uorescing D5=2 state. A non-zero value of n accounts for stray light that can never
be completely avoided in the experiments. The random variables s, n have a Poissonian
distribution [139] since only a small fraction of the atomic �uorescence is detected by the
photomultiplier tube. Therefore, Var(s) = �s and likewise Var(n) = �n where �s, �n denote the
mean values of s and n, respectively.

State discrimination is performed by de�ning a threshold value � with �n < � < �s. If the
number of counts exceeds �, the ion is assumed to be in the S1=2 state. There are two possible
kinds of errors. An error will be called of type 1, if the number of counts is larger than �

although the particle is in the `dark' D5=2 state. Conversely, an error of type 2, occurs if the
number of counts is equal to or below �, the ion being in the `bright' S1=2 state. A resonable
criterion for setting the threshold � is given by demanding that the likelihood of errors of �rst
and second type is equal:1

p(n > �) = p(s � �) (A.6)

If the detection interval � is su�ciently long, the distributions of n and s are approximately
Gaussian (see �g. A.2) so that eq. (A.6) is equivalent to the condition

� � �np
�n

=
�s� �p

�s
; (A.7)

1This is not the only conceivable criterion. If, for example, the mean quantum number hni of a state with

�n� 1 is to be determined by absorption measurements on the lower and upper sidebands, then errors of

type 1 distort the outcome of the measurement much more than errors of type 2. Thus, it may be advisable

to reduce errors of type 1 at the expense of a higher `type 2'-error rate.
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which gives

� =
p
�s�n : (A.8)

Explicitly, the error probability is given by
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Figure A.2.: A bimodal distribution results if the ion is in a superposition of the S1=2 and
the D5=2 level. In the �gure, the distribution is approximated by two Gaussian

distributions with �n =
p
�n and �s =

p
�s.

p(s � �) =
1

2

�
1� erf

�
�s� �p

2�s

��
; (A.9)

where the error function

erf(x) =
1p
2�

Z x

�x
exp(�x2)dx

has been used. The error probability can be made arbitrarily small (see �g. A.3) by increasing
the length of the detection interval � since

�s� �p
�s

=
p
�s

�
1�

�
�s

�n

��1=2�
:

If, for example, 50 counts are detected on average in the �uorescing state and the signal to
background ratio is 10, then the error probability is made smaller than 10

�6 by choosing the
threshold value � =

p
(50 � 5) � 16.
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Figure A.3.: The probability of erroneously mistaking one atomic state for the other as cal-
culated from eq. (A.9) decreases rapidly with rising number of counts. The curve
has been calculated for a signal to background ratio of 10.

A.2.2. Finite lifetime of the metastable state

The �nite lifetime T of the D5=2 level imposes a limit on the minimum error probability if
the ion is initially in the D5=2 level. The probability of the ion having decayed to the S1=2
level after a time t is W (t) = 1� exp(�t=T ). The probability density of the decay occurring
at time t� is given by w(t�) = �dW=dt� = (1=T ) exp(�t�=T ), and can be approximated by
w(t�) � 1=T for times t� that are short compared with the lifetime of the D5=2 state. Thus,
the distribution of counts n (with the ion initially in the D5=2 level) is no longer Gaussian, but
acquires a long ranging tail towards higher count values (see �g. A.4). It is mainly this tail
that will cause errors of type 1. The probability p(n > �) of detecting the ion in the S1=2 level,
although it was actually in the D5=2 level, can be determined by calculating the conditional
probability p(n > �jt) that the number of counts n exceeds the threshold �, provided that
the decay to the S1=2 level happened at time t, by multiplying this probability with w(t) and
integrating over the date of decay:

p(n > �) =

Z �

0

w(t)p(n > �jt) dt+ p(n1 > �)

Z 1

�

w(t) dt ; (A.10)

where n1 denotes the number of counts within [0; � ] if the lifetime of the D5=2 level was
in�nite. The �rst part of the right hand side of eq. (A.10) is comprised of events where the
decay occurred during the detection time, the second contains the events where the decay
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Figure A.4.: Distribution of count numbers if the ion was in the D5=2 or the S1=2 level at
the beginning of the detection interval. The shaded area indicates high count
numbers with the ion in theD5=2 level that arise from events where the metastable
state decays during the detection interval � . The proportion of these events has
been strongly exaggerated in the schematic drawing.

occurred only afterwards. For � � T

p(n > �) � 1

T

Z �

0

p(n > �jt) dt+ (1� �

T
)p(n1 > �) : (A.11)

For the calculation of p(n > �jt) it is useful to introduce the number of counts nt if the decay
takes place at time t < � by writing

nt = n1
t

�
+ s

� � t

�
:

nt has a Gaussian distribution with mean value �nt = �n1
t
� + �s��t� since it is the sum of two

variables with Gaussian distribution [139]. Although the exact shape of p(n > �jt) = p(nt >

�) as a function of � can be expressed by using the error function, it su�ces for the calculation
of eq. (A.11) to replace n and s by their mean values and to approximate p(n > �jt) in this
way by

p(n > �jt) =
�

1 : t < t�
0 : t � t�

with t� = �
�s� �

�s� �n1
:
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as long as �s� � � �s1=2. Then, eq. (A.11) is simpli�ed to

p(n > �) � �

T

�s� �

�s� �n1
+ p(n1 > �) : (A.12)

The signi�cance of this equation becomes clearer when the scattering rates Rs, Rn for the
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Figure A.5.: Error rates predicted by eq. (A.9) (dashed line) and eq. (A.12) (solid line) if
the threshold is chosen to be � =

p
�s�n1. The error rates are calculated for a

lifetime of the upper state T = 1:045 s, a count rate R = 10 kHz, and a signal to
background ratio of 10. See also �g. A.6.

�uorescing and non-�uorescing state are used to express the number of counts as �s = Rs� and
�n1 = Rn� . When combined with the condition �s � � �

p
�s, eq. (A.12) imposes a limit on

the mimimal error rate

p(n > �)� �

T

p
�s

�s� �n1
=

Rs
1=2

T (Rs �Rn)

p
� + p(n1 > �) (A.13)

and shows that the type-1 error probability can no longer be decreased without bound by
choosing longer and longer detection times � . However, the dependence on � is rather weak so
that choosing a threshold � =

p
�s�n1 instead of the optimum threshold value will not result

in a signi�cantly higher error rate. The probability p(s � �) of errors of type 2 is the same
as in subsection A.2.1.

In order to illustrate the achievable detection e�ciency, the situation is analysed for a set
of typical parameters. For the ion in the �uorescing state, a count rate Rs = 10 kHz is easily
achieved as well as a signal to background ratio Rs=Rn = 10. In �g. A.5, the eqs. (A.9)
and (A.12) are plotted for detection times ranging between 2 and 10 ms and � =

p
�s�n1.
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Figure A.6.: Contour plot of the maximum error probability. The error probabilities ptype 1,
ptype 2 for errors of the �rst and second kind are calculated as a function of the
threshold � and the detection time � . The contour plot shows max(ptype 1; ptype 2)

plotted against � , and the normalised threshold ~� = �=(Rn�), for the parameters
T = 1:045 s, Rs = 10 kHz, Rs=Rn = 10. The minimum error probability 0.15%
is obtained for a detection time close to 3 ms.

Error rates well below 10
�2 can be achieved for these parameters. Under these conditions, the

optimum detection time � is close to 3 ms. A more complete picture is obtained by calculating
the error probabilities p(n > �) (eq.( A.12)) and p(s < �) for errors of the �rst and second
kind as a function of the detection time � and the threshold �. Fig. A.6 shows the larger of the
two probabilities as a function of � and �. The plot exhibits a minimum at the point (� � 2:5

ms, ~� = �=(Rn�) � 3.5), corresponding to an error probability of 0.15% for errors of the
�rst and second kind. If the intensity of the laser at 397 nm is not stabilised, its �uctuations
will broaden the distributions of s, n and shift the optimum detection time towards a slightly
longer value.
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