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Computers that operate with quantum processes promise unprecedented com-
putational power for some algorithms, much more than could be obtained by
classical machines. The implementation of such a quantum computer requires
the precise control and manipulation of individual quantum systems, a task
that can be achieved by quantum optical means and the use of precision laser
spectroscopy.
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1. Introduction

Computing machines have always been a dream of mankind and many me-
chanical tools have been developed to allow for faster and more complicated
calculations. While the tools of the 19th century were mostly of mechanical
nature, the technical evolution of the 20th century allowed the construction
of fast electronic switches and hence the development of powerful comput-
ing machines. This led eventually to the revolution of technology by the
ubiquitous availability of personal computers and its corresponding use in
all areas of our daily life.

2. Computers and technology

The technical advance in computer technology is well illustrated by Moore’s
law! that states that nowadays computing power, as indicated by the num-
ber of transistors in a processor or the available memory on a chip, doubles
approximately every 24 months. Surprisingly enough, this empirical law
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holds since more than 40 years and provides a guideline for the manufac-
turing industries. Also, the number of atoms that are required, for example,
to store the information of one bit, decreases in a similar way.? While the
storage of a single bit required about 10'® atoms in 1962, only 10'° atoms
were necessary in 1988 and this trends still holds. Assuming an ongoing
development, a simple extrapolation reveals that around 2020 only a single
atom would carry the information of one bit. Clearly, at this stage the laws
of quantum mechanics will govern the storing and retrieving of information;
in practice, however, quantum mechanical effects will become important a
long time before that.

Therefore, it seems natural to investigate whether using quantum
physics for information processing can actually be used to our advantage.
Already in the 1980s Deutsch and Feynman have discussed information
processing using quantum physics,>* however, at that time this subject
was more an academic exercise since it was neither known how quantum
information processing could be particularly useful nor how it could be

implemented.
This situation changed in 1994 when Peter Shor came up with an al-
gorithm® to factor large numbers that required only polynomial efforts

(in terms of the digits of the number in question) while a classical com-
puter needs an exponential overhead to solve this problem. This applica-
tion, which is of enormous impact for cryptology, and the later found fast
data base search by Lov Grover® led to an intense search for physical sys-
tems that allow one to really implement quantum computing. Thus, the
mid 1990s mark the start of the quest for a quantum computer that is still
ongoing and inspiring wide fields in physics today. Meanwhile, quantum
information processing has matured as a multidisciplinary area in physics
and computer science that ranges nowadays from most fundamental the-
oretical concepts to implementations using technologies from laser physics
and laser spectroscopy to solid state and condensed matter physics and the
field is still growing and widening.

3. Quantum bits, registers and gate operations

The smallest unit of classical information is the bit, usually represented by
a switch either in "up”/”down” or ”0”/”1” position. More generally, the
quantum system comprised of the two levels |0) and |1) can be written also
as the superposition

[¥) = c0l0) + c1[1) (1)
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and this two-level system is commonly known as a quantum bit, or short,
qubit. While a classical bit is best visualized as a switch, the qubit must
be described as an arrow pointing somewhere on the surface of a sphere
as is indicated in Fig. 1. For a quantum register, a row of several qubits is

Fig. 1. Classical information (a,b) and
quantum information (c-f). (c,d) show the
system in state |0), |1) respectively, (e)
describes a superposition of equal weights
lco|? = |e1]? = 1/v/2 and (f) shows a gen-
eral, usually unknown superposition.

formed and the corresponding quantum state of the entire register must be
considered. Clearly, this state can be, and generally is, in a superposition
of all the pertaining states of the individual qubits. This generalizes the
superposition concept that we commonly encounter in individual quantum
systems to the entire system that seemingly consists of separate two-level
systems. However, that point of view is no longer valid since even a ma-
nipulation of any one of the qubits in a row will change the quantum state
of the entire system. Hence, the quantum register must usually be con-
sidered as entangled. Superposition and entanglement are the two features
that generally distinguish a classical computer from a quantum computer
and their control and manipulation will eventually enable one to speed up
computational processes.

Analogous to a classical computer, a set of gate operations is required
that allow one to formulate a calculation step by step. It has been shown in
1995 that two operations are sufficient to provide a universal set of quantum
operations, i.e. that allow one to implement arbitrary computations.” Aside
from the single qubit operation, which implements an arbitrary positioning
and rotation of the arrow (see Fig. 1) given on the sphere, it is necessary to
allow for conditional operations equivalent to the classical XOR operation
in computer science. With such operations, the state of a target qubit can
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be changed depending on the state of a control qubit. The corresponding
truth table is shown in Fig. 2 and looks exactly like the classical XOR
operation, however, it needs to hold for all coherent superpositions. Thus,

0)]0) — |0)|0)

0)[1) — [0)|L) | tate aperation. The st of a r
12)10) — [L1)1) | e comtrot bi e in state 1o "he
|1)] %> — 1)[0) | hoiaor ol supermoniions

control-bit | target-bit

]

the concept of a quantum computer can be visualized as shown in Fig. 3.
Starting from an arbitrary input state

|z) = Z Cnlni, .oy, Z|cn|2=1,nm€{071}, (2)

ne{0,1}™

the computation works as a series of one and two-qubit operations accord-
ing to the specific algorithm under consideration and the outcome is just
another superposition F(|z)) with an operation F that can be described by
a unitary operator. To this point a quantum computation is completely re-
versible. The outcome of the calculation is then obtained by a measurement
that projects the system on its eigenstates and yields classical information
in terms of zeros and ones for the individual qubits.

The realization concepts of a specific quantum computer and its im-
plementation vary widely depending on the quantum system considered,
the quantum operations that are performed and the measurements that
are taken to obtain classical information. On the other hand, there are a
few building blocks and requirements that can be generally defined and de-
scribed and that are common to all quantum computers. The requirements
for a system to be considered for the implementation of a quantum com-
puter are currently known as the so-called DiVincenzo criteria.® Irrespective
of the specific system, a quantum computer clearly needs (1) storage sites
for the quantum information, i.e. qubits that can be arranged to form a
(scalable) quantum register, (2) the possibility to initialize the qubits to
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Fig. 3. Scheme of a circuit model quantum computer illustrated with 3 qubits. An
arbitrary input superposition state |z) is processed with a series of one and two-qubit
operations described by a unitary operation F(|z)). (0, ¢) denote single qubit rotations,
where (0, ) may vary from pulse to pulse depending on the algorithm.

arbitrary states, (3) long unperturbed computation (coherence) times, (4)
a universal set of gate operations to allow for universal computations and
(5) a highly efficient measurement of the qubit states to read out the result
of the computation. In order to achieve large scale quantum computation,
(6) the system under consideration should allow for a conversion between
the stored, i.e. static and flying qubits that (7) can be faithfully transmitted
between two quantum computer nodes.

During the last decade a large number of systems has been and still
is investigated for its suitability to implement a quantum computer.® In
particular, quantum optical systems of atoms and ions in traps, using the
tools of laser spectroscopy, are among the most promising candidates for
such a device.

4. Quantum computer with trapped ions

One of the first and seminal schemes to implement a scalable quantum
computer was proposed by I. Cirac and P. Zoller in 1995.'° They considered
a string of laser cooled trapped ions in a Paul trap as quantum register and
formulated how a CNOT-gate operation can be realized with laser pulses
that individually address the ions. The crucial idea was that the harmonic
motion of ions in the trap can be used as a quantum bus. That allows one
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to map the excited state of the controlling qubit to the motion and thus
enables state manipulation of the target qubit conditioned on the motion
and thus the controlling qubit. However, this requires that the ion string
is optically cooled to the ground state of the harmonic oscillator which
can be achieved in ion traps by sideband cooling.!! Moreover, the state of
laser cooled ions in traps can be detected with nearly 100% efficiency using
the ”shelved electron technique”, where the absorption of a single photon
results in a lack of a huge number of fluorescence photons on a monitoring
transition.!! As is well known from precision spectroscopy, trapped ions also
offer extremely long coherence times'? and therefore provide an ideal system
for the implementation of a quantum computer. Fig. 4 shows schematically

o~

@ 0O0000 0 O

70 pm

Fig. 4. Sketch of a linear ion trap holding a string of laser cooled ions that can be indi-
vidually addressed for quantum state manipulation. With a CCD camera the fluorescence
light is detected and allows for efficient state detection.

how a string of laser cooled ions is manipulated with focussed laser beams.
State detection is achieved by observing resonance fluorescence with a CCD
camera. With such setups, single qubit operations were performed, and
CNOT-gate operations have been implemented with trapped ions'3 16
the Cirac-Zoller idea as well as other proposals based on geometric phase

changes.'”

using

5. Simple quantum computations

With a small trapped ion quantum computer, both the Boulder'® and the
Innsbruck' groups have demonstrated simple quantum algorithms. As a
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basic building block, the CNOT gate operation (or an equivalent phase gate
operation) was used to generate Bell states at the push of a button.!827
These subsequently could be used as a resource for a demonstration of the
teleportation of an atomic state.!®?° Non-classical entangled states of three
particles, in particular the GHZ and W states were created?"?? determinis-
tically and analyzed using quantum state tomography.?” A quantum Fourier
transform was implemented®* and error correction was demonstrated by the
Boulder group.?® Multi-partite entanglement was achieved and analyzed
for a 6-ion GHZ state?® and an 8-ion W state,2® the latter demonstrating
for the first time a quantum byte. This experiment for the first time also
manifested the power of quantum computation: While the creation of an
eight-ion entangled state takes just about 1 ms to achieve, its analysis via
quantum state tomography required a lot more efforts. In order to obtain
all density matrix elements (i.e. 256x256 entries) more than 6500 different
qubit rotations had to be applied that took more than 10 hours of uninter-
rupted running time of the quantum computer. Moreover, the data analysis
on a classical computer required a raw computing time of several days on a
computer cluster. This clearly demonstrates that even with relatively few
qubits highly complex states can be created.

6. Future developments

With the ion trap quantum computer quantum information processing
clearly has become reality, albeit on a small scale yet. On the other hand,
there exist already architectures to scale such a system up.?® Of course,
this still requires enormous efforts in physics and technology, especially in
order to meet the requirements for error correction. While this is technically
involved, there is however not a real roadblock in sight at this time. There-
fore, current efforts are dedicated especially towards the development of yet
smaller, so-called segmented ion traps that allow one to move the ions and
thus the information around.?? With such chip traps available, there is good
hope for an even broader application of quantum information processing.

In particular, the use of entanglement for precision spectroscopy>%:3!

seems
a very promising avenue for further enhanced measurements and sensor

technology.

7. Conclusion

While the ion trap quantum computer seems farthest advanced at this time,
it is quite foreseeable that other quantum optics and laser spectroscopy
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technologies, e.g. based on atoms in lattices, quantum dots, or supercon-
ducting qubits will become very strong alternatives soon. The steadily grow-
ing field of quantum information has enormously profitted from the fields of
laser spectroscopy, laser cooling and precision measurements. On the other
hand, quantum information processing provides us with new tools that al-
low us to further enhance our understanding of fundamental physics as well
as to develop future devices.
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